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Summary 

This study was prepared for the Patient-Centered Outcomes Research Institute (PCORI) Emerging 

Technology and Therapeutics Report series. This study, on strategies to improve the impact of artificial 

intelligence (AI) on health equity, is the second of 2 reports examining AI in health care. 

Problem Statement 

The use of AI in clinical care, public health, and health system administration has expanded rapidly 

in recent years. AI applications in health care have the potential to improve accuracy, personalization, 

and fairness, but may also introduce new biases or perpetuate existing inequalities as a result of data 

limitations and other challenges. At the same time, the COVID-19 pandemic has underscored the 

persistence of health disparities in the United States and abroad, with disadvantaged populations facing 

high rates of infection, hospitalization, and death. The pandemic has provided further evidence that AI 

developers, users, and policy makers will increasingly need strategies to mitigate negative impacts and 

enhance positive impacts of AI on health equity. 

Approach 

We conducted a scoping review to identify strategies used to address equity issues posed by AI in 

health care. We conducted interviews with stakeholders to inform our research questions and guide our 

study design. We searched, screened, and reviewed a wide range of academic and gray literature as 

part of our study. 

Key Findings 

• We identified 18 equity-related issues that are raised by the use of AI in health care. 

Concerns about unrepresentative and biased data are most commonly mentioned in the 

literature. Other prominent issues include balancing any potential trade-offs between model 

accuracy and fairness, biased or nonrepresentative AI developers, and limited information 

on population characteristics. 

• We identified 15 strategies proposed to address these equity-related issues posed by the use 

of AI in health care. The most commonly proposed strategies in the literature were 

evaluating disparities in model performance, improving data inputs, engaging the broader 

community in AI development, and improving governance. Most issues are complex and 

are likely best addressed through multiple complementary strategies. 
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• In some cases, AI can be used to address long-standing problems of health inequity, whose 

causes are rooted in societal issues that are independent of the use of AI in health care. This 

includes implementing AI models that are less biased than current decision-making 

practices, using AI to better understand the extent and cause of health disparities, using AI 

to target health service delivery to those who need it most, and fielding AI that directly 

improves marginalized communities’ access to care. 

• Efforts to improve the impact of AI on health equity could benefit from further research on 

which strategies have proved the most effective in real-world settings as well as on best 

practices for strategy implementation. 
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1. Introduction 

The use of artificial intelligence (AI) applications in health has the potential to improve patient 

outcomes, but modern AI can also, in conjunction with social and historical inequities, exacerbate 

disparities in health. 1-9 As AI becomes more integrated into decision-making, it is imperative that 

stakeholders take an active role in examining and intervening to achieve health equity. Equity 

considerations have become particularly pertinent given the demonstrably biased performance of some 

AI applications in health10 and the unequal risks faced by historically disadvantaged groups during the 

COVID-19 pandemic. 11,12 Disparities in health care access, treatment, and outcomes across race, 

ethnicity, gender, sexual orientation, disability status, and other characteristics persist throughout the 

United States and around the world. 13-15 In this context, AI developers, users, and policy makers will 

increasingly need strategies to mitigate negative impacts and enhance positive impacts of AI on health 

equity.  

Many different sources of potential bias exist in AI algorithms. The use of inappropriate proxy 

variables, biased data, small sample sizes, uninterpretable model features, and unrepresentative study 

populations can all lead to unequal performance across different groups. 1-7,16 Deployment practices, 

user training, regulatory processes, and continuous evaluation and monitoring mechanisms also 

influence how AI applications impact health disparities. 17 Box 1.1 illustrates a real-world example of 

health equity impacts caused by AI algorithms. Many strategies have been proposed to ensure that AI 

applications maintain equity, although these efforts remain in their early stages. 18-20 AI may even have 

the potential to reduce long-standing inequities if it is applied strategically to detect and mitigate 

problems affecting vulnerable groups. 2,3,21-24 

Although there is a broad literature on health equity in AI, there is no comprehensive guidance 

about which mitigation strategies are best suited to address certain issues. One objective of this report 

is to provide an overview of which strategies have been proposed to address specific health equity 

issues to support future efforts to produce guidance that could fill this gap. 

 Box 1.1. A Real-World Example of Health Equity Impacts Caused by AI Algorithms 

A recent study by Obermeyer et al examined an algorithm deployed by health systems and 

payers to allocate resources to patients with greater health care needs. 10 They discovered 

that the algorithm used spending as a proxy for health, without considering differential 

access by race. Because Black patients have historically suffered from lack of access to 

resources and therefore experienced lower levels of health care utilization, the algorithm 

mistook lower health spending levels for better health. As a consequence, for the same 

level of need, fewer resources were allocated to Black patients. 
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Our research effort focused on 2 related but separate topics: (1) the use of AI applications in the 

COVID-19 response, and (2) strategies to mitigate negative impacts and enhance positive impacts of 

AI on health equity. The first of these topics is covered in a companion report. This report examines 

the second of these topics. It focuses on AI and health equity considerations relevant to all health 

conditions and not just to COVID-19. 

The Patient-Centered Outcomes Research Institute (PCORI) and the RAND study team 

collaborated in the development of the study topics and research approach. We also consulted a range 

of health care stakeholders early in the study process to understand their perspectives and to ensure that 

our research questions examined the aspects of AI and its potential impacts on health equity that they 

thought were most important for further study. This report is intended to inform the efforts of patient 

advocates, clinicians, policy makers, software developers, and others involved in supporting the 

responsible use of AI in health care. 

This report draws from the content of a previously published journal article on strategies to 

improve the impact of AI on health equity. 25 This report expands upon that article by including full 

descriptions of each of the equity-related issues raised by the use of AI in health care as well as the 

strategies proposed to address those issues that we identified in our review. 

Objectives 

The goal of this report is to identify strategies to improve the impact of AI on health equity. To 

accomplish this goal, we reviewed a wide range of academic and gray literature to answer the 

following 2 research questions: 

1) What equity-related issues are raised by the use of AI in health care? 

2) What strategies are proposed to address these issues and thus improve the impact of AI on 

health equity? 

We consider equity concerns around gender, race/ethnicity, disability, sexual orientation, and any 

other relevant demographic characteristics that might be associated with health disparities. Many of the 

examples we provide in this report concern the social construct of race because that is a major focus of 

the literature we examined in our review. 26 

  



 

STRATEGIES TO IMPROVE THE IMPACT OF AI ON HEALTH EQUITY 11 

Organization of the Report 

The report is organized as follows. Chapter 2 details the methods used to elicit stakeholder input, 

review published literature, and identify issues and strategies surrounding the impact of AI on health 

equity. Chapter 3 describes the issues raised in the literature we reviewed, followed by Chapter 4, 

which describes the strategies proposed to address them. Chapter 5 presents our findings on the 

connections made between specific strategies and issues in the literature. Chapter 6 concludes with a 

discussion of our results and directions for future research. 

Appendix A contains a list of the documents we reviewed that propose specific strategies to 

address particular equity-related issues raised by the use of AI in health care. The remaining 

appendices contain additional details on the documents we reviewed, stakeholder interviews, and 

literature review methods. 
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2. Methods 

This chapter describes the methods that we used in our study. Our study effort consisted of 

research into 2 topics: the use of AI in the COVID-19 response and strategies to address potential 

impacts of AI on health equity. We began our research by conducting stakeholder interviews, literature 

searches, and screening of documents that discussed either of these 2 topics. The methods we used to 

undertake these shared research steps are also described in a separate journal article27 and companion 

report on the use of AI in the COVID-19 response. 28 The methods we used to examine each topic then 

diverged as we carried out subsequent research steps, including extracting information during full text 

review of documents and analysis of this information. 

In this chapter, we first describe the interviews that we conducted with stakeholders at the outset of 

our study to inform our development of research aims and study design. We then provide a summary 

of the search strategy that we used to identify documents to include in our review and the approach we 

used to screen these documents for inclusion in our full text review. The chapter closes with a 

description of the methods we used in our full text reviews of documents to extract information about 

issues and strategies in AI health equity. 

Stakeholder Interviews 

The project team conducted interviews with 9 stakeholder representatives early in our study effort. 

These interviews focused on understanding stakeholder perspectives on the impact of AI on health 

equity, potential strategies, and any concerns for further study. This section describes our approach to 

conducting these interviews, together with a summary of stakeholder feedback on the impact of AI on 

health equity. Interviewees were also asked about the use of AI in COVID-19; the findings from this 

part of the interviews are summarized in another report. 28 

We first identified relevant stakeholder groups, drawing on PCORI’s recommended list of 

stakeholders, 29 that could provide a broad range of perspectives on the impact of AI on health equity. 

These groups included patients and patient advocates, clinicians, hospitals and health systems, payers 

and insurers, public policy makers, public health officials, researchers, and industry representatives. 

We then identified stakeholder representatives from each of these groups to contact for a potential 

interview. 

We emailed a total of 19 individuals to ask for their participation in an interview. Nine individuals 

responded and agreed to participate, including 1 patient advocate, 2 clinicians, 1 health system 

manager, 1 insurer representative, 1 public policy maker, 1 public health official, 1 industry 

representative, and 1 researcher. 
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RAND’s Human Subjects Protection Committee approved our interview approach as exempt from 

further review on October 29, 2021. Interviews were conducted between November 2021 and January 

2022. Interviews were approximately 1 hour in length and were conducted by phone or 

videoconference. Interviews were not recorded.  

We sent interviewees an informed consent protocol and description of the study via email before 

the interview. We also drafted an interview guide, including a list of potential questions, for internal 

use by researchers conducting the interviews. All team members were involved in drafting the 

interview guide and questions, which were then pilot tested in 2 practice interviews with RAND 

colleagues before they were finalized. In carrying out stakeholder interviews, we adapted our questions 

to the perspective and experience of each individual interviewee. 

All interviews were conducted by 2 members of the study team, 1 serving as lead interviewer and 

the other serving as lead note taker. The lead note taker recorded near-verbatim typed notes to the 

extent possible, focusing on statements the interviewee made. The lead interviewer also recorded notes 

on overall themes arising from the discussion. Following the interview, these sets of notes were 

reviewed for accuracy by both members of the interview team. A PCORI representative also attended 

some of these interviews. In these cases, following introductions, the PCORI representative 

participated solely as an observer. The interview guide sent to interviewees, which includes a study 

description and informed consent protocol, can be found in Appendix B. 

We used the interviews to ensure that stakeholder priorities and perspectives were reflected in our 

review scope, research questions, and study design. To do this, 2 team members reviewed all notes 

taken during each interview to organize responses according to specific topics. Topics were determined 

inductively based on a first reading of interview notes and were selected based on their potential use in 

informing revisions to our study design or providing background context. We also analyzed interview 

notes to gather information on health equity in AI. A summary of interviewee responses about the 

impact of AI on health equity is found in Table 2.1. 
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Table 2.1. Summary of Stakeholder Feedback on Study Approach and Health Equity in AI 

Topic Summary of Stakeholder Feedback 

Overall research topic • None of the interviewees suggested changes to the study topics proposed for our 

review 

Data sets and health 

equity 

• Six interviewees were interested in understanding how often subpopulation 

characteristics are reported for the data sets used to train, validate, or evaluate AI 

applications, as well as how these subpopulations were defined 

• Four interviewees mentioned the challenges involved in collecting data related to health 

disparities, given that disparities are often driven by social determinants of health that 

are difficult to measure, and that categories used to characterize people may be 

contested or poorly defined 

• Three interviewees mentioned that there can be a tension between ensuring that data 

used in AI applications are inclusive of underrepresented groups on the one hand, which 

may require asking for and storing sensitive information such as patient-reported race 

and ethnicity, and ensuring that patient privacy and trust are maintained on the other 

hand 

Variables relevant to 

health equity 

• Four interviewees mentioned the use of geography as an important and readily 

available determinant of health, although some cautioned that it can be an imperfect 

proxy or can render disadvantaged groups invisible if they are dispersed over a wide 

area, rather than geographically concentrated in a particular ZIP code or neighborhood 

• Two interviewees mentioned that AI algorithms can identify (and thus take into account) 

race, ethnicity, or other sensitive personal attributes even from seemingly unrelated 

information, such as medical images  

• When asked about the personal characteristics most relevant to understanding health 

equity, interviewees mentioned geography/location, education, housing status, 

immigration status, employment status, insurance status, incarceration status, access to 

transport, and family structure, in addition to characteristics such as race, ethnicity, 

gender, socioeconomic status, and disability 

Evaluating equity-related 

outcomes 

• Five interviewees were interested in the topic of AI model acceptability to different types 

of patients, including whether patients are comfortable sharing potentially sensitive 

information that may be needed as data inputs 

• Four interviewees mentioned the importance of AI impacts on cost of care, access to 

care, or quality of care received as important from an equity perspective, in addition to 

impacts on measurable health outcomes 

Availability of equity-

related information on AI 

algorithms  

• Four interviewees mentioned that AI may be used internally by an organization (such as 

a health system, government agency, insurance company, or technology company), but 

little information may be publicly available on these algorithms. This was variously 

attributed to concerns over publishing proprietary information, lags in academic 

publishing timelines, and in 1 case, the fear that publishing information on algorithm use 

in health care could lead to bad publicity if that algorithm was determined to be biased 
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Topic Summary of Stakeholder Feedback 

Recommended 

documents and data 

sources 

• Interviewees recommended several documents to screen for inclusion in our review, 

including peer-reviewed papers and gray literature documents 

• Interviewees also recommended more general data sources to examine in our review, 

including paper authors, software developers, and types of articles, such as conference 

proceedings, as well as viewpoints published in academic journals and commentaries in 

the news media and gray literature 

 

Document Sources, Searches, and Screening 

Following stakeholder interviews and refinement of our study questions, we conducted a scoping 

review of published literature on the impact of AI on health equity. This effort was guided by 

established methods for narrative reviews, scoping studies, and evidence maps. 30,31 

To conduct the review, the project team and a RAND research librarian first performed a 

comprehensive literature search. Search results were then screened to determine whether they fit within 

the scope of our review. Documents that passed initial screening were then reviewed to identify 

specific health equity issues and strategies. They were also reviewed to identify documents examining 

the use of AI in the COVID-19 response, which is the subject of the companion report. 28 Each of these 

steps is discussed below. 

Literature Searches 

Full documentation of our search approach, databases, dates, and search terms used is in Appendix C. 

We performed 3 sets of searches: 1 targeting AI in the COVID-19 response, 1 targeting AI health 

equity, and 1 targeting AI health equity in the COVID-19 response. For each search, we selected 

search terms corresponding to each of the concepts that defined the scope of our study. Results from all 

searches were combined into a single set of documents that were then screened for relevance to either 

of our 2 topics.  

We tailored search queries to specific databases, including PubMed, Web of Science, the Institute 

of Electrical and Electronics Engineers (IEEE) Xplore Digital Library, the U.S. Food and Drug 

Administration (FDA) Center for Devices and Radiological Health (CDRH) Document Library and 

Emergency Use Authorization (EUA) website, and ClinicalTrials.gov. The search included both peer-

reviewed and gray literature. The latter was captured in the previously mentioned databases (eg, 

conference proceedings from IEEE and ClinicalTrials.gov study records), as well as in targeted Google 

searches to identify documents from government, nonprofit, and industry sources, following methods 

used in similar gray literature reviews. 32 In cases in which searches of academic databases would 

otherwise return several thousand results because of the amount of literature available on our study 

topics, we limited our search to just review articles or articles flagged in the database as highly cited. 
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We also conducted a search of media on ProQuest US Newsstream and Academic Search Complete to 

capture news articles, commentaries, and other documents. 

Our searches resulted in a total of 2244 unique documents following removal of duplicate records. 

Of these unique documents, 1897 were accompanied by abstracts that we used to conduct initial 

screening. The remaining 347 documents were not accompanied by abstracts and thus proceeded 

directly to full text review. 

We also reviewed other documents in addition to those resulting from our systematic search and 

screening process. This includes relevant documents identified via citations using a snowball method 

and documents recommended by stakeholder interviewees. 

Document Screening 

Following the literature search, the 1897 search results for which we had abstracts underwent 

screening based on their title and abstracts to determine whether to include them in our full-text 

review. We included English-language documents of 2 types in our review: documents that discussed 

AI applications used in the clinical and public health response to COVID-19 and documents that 

discussed the potential impacts of AI application usage on health equity. 

Of these 1897 documents, 313 were selected for inclusion in our full text review during this 

screening process. This included 277 from PubMed and Web of Science, 11 from IEEE Xplore, and 25 

from ClinicalTrials.gov. 

Appendix C provides a Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) literature flow diagram of the search and screening results (Figure C.1). 

Full Text Review of Documents 

Each document screened as eligible for full-text review was read by 1 of 3 members of the study 

team. Relevant citations from this initial set of documents were also reviewed, as were documents 

recommended by stakeholders. 

For a document to be included in our review, it needed to meet the following 2 criteria: (1) the 

document discussed AI, and (2) the document discussed potential impacts on health equity. 

Criterion 1: Discussion of AI 

We included documents that discussed AI, “machine learning,” or “deep learning” algorithms. 

Documents did not need to use these exact terms; we also included documents that discussed 

algorithms that used specific machine learning (ML) methods, including advanced ML (eg, neural 

networks, support vector machines, and complex decision trees), traditional ML (eg, logistic or linear 

regression prediction models), and unsupervised ML (eg, clustering, principal components analysis). 
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Criterion 2: Discussion of Potential Impacts on Health Equity 

We included documents that discussed the potential impacts of AI use on health equity. In 

assessing this, we used the definition provided by the World Health Organization (WHO): “Health 

equity is defined as the absence of unfair and avoidable or remediable differences in health among 

population groups defined socially, economically, demographically or geographically.… Pursuing 

health equity means … giving special attention to the needs of those at greatest risk of poor health, 

based on social conditions.” 33 The WHO definition is very similar to other prominent definitions of 

health equity, such as that from the Robert Wood Johnson Foundation, which states, “Health equity 

means that everyone has a fair and just opportunity to be as healthy as possible.” 34 

Identifying Equity-Related Issues and Strategies 

Our unit of analysis was an issue-strategy pair, defined as a discussion of a particular strategy 

proposed to address a specific equity issue raised by the use of AI in health care. We extracted 

information on each document using a 3-item data collection form, consisting of the reference for each 

document, a specific issue that the document discussed, and a particular strategy that the document 

proposed could be used to address that issue. Each document could include multiple issue-strategy pairs, 

including instances in which a particular issue was addressed by multiple proposed strategies, as well as 

instances in which 1 strategy was proposed to address multiple issues. These data on issue-strategy pairs 

were then used in our analyses of how frequently each issue or strategy was mentioned in the literature 

and which strategies were commonly proposed to address which issues, as presented in Chapter 5. 

We created our set of issues and strategies inductively from our review of the literature: whenever 

an equity issue or strategy discussed in a document was not adequately described by the current set, we 

created a new entry. Definitions were refined in group meetings among 3 members of the study team. 

Several reviews have organized issues and strategies in AI health equity using development 

pipeline models, although there is no consensus on a single framework. 3,17,35 We adopted a version of 

the organizing framework proposed by Chen et al36 with two modifications. The original framework 

proposed by Chen et al was targeted at developers. To make it applicable to a broader set of 

stakeholders, we expanded the “problem selection” category to include other aspects of the 

“background context” of AI development and use. In addition, we grouped variable choices (a separate 

category in the framework by Chen et al) with characteristics of the data because data characteristics 

define whether variable choices are appropriate or problematic. The 4 categories we used were: 

• Background context: Systemic and structural elements 

• Data characteristics: Quality and quantity of the data 

• Model design: Choice of model, variables, and objective function 

• Deployment practices: Model evaluation, use, and maintenance 

The next chapter presents the findings of our literature review on the equity-related issues raised by 

the use of AI in health care, organized according to these 4 categories. 
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3. Issues Raised by the Use of AI in Health Care 

In this chapter, we describe the equity-related issues raised by the use of AI in health care that we 

identified in the literature. We identified a total of 18 issues and grouped them into the 4 categories 

corresponding to different aspects of the AI development pipeline discussed in Chapter 2. These 18 

issues are summarized in Table 3.1. We then present a summary of each of these issues based on their 

description in the academic and gray literature we reviewed. 

Table 3.1. Issues Related to AI and Equity From the Literature 

 Issue Description 

B
a

c
k

g
ro

u
n

d
 c

o
n

te
x

t Biased or nonrepresentative 

developers 

Development teams may be biased or not representative of the public, 

patients, or users, leading to mismatched priorities 

Diminished accountability Lack of accountability makes it more difficult to obtain compensation for 

AI harms and enables malicious actors to target certain groups 

Enabling discrimination Developers may use AI algorithms to purposely discriminate, either out of 

malice or for economic gain 

D
a

ta
 c

h
a

ra
ct

e
ri

st
ic

s 

Limited or poor information 

on population characteristics 

Insufficiently granular data on population characteristics may lead to 

inappropriately aggregating dissimilar groups, such as classifying race into 

White and Non-White 

Unrepresentative data or 

small sample sizes 

Inadequate representation of groups in training data can lead to worse 

model performance in these groups; this often occurs when training and 

deployment populations do not match 

Bias ingrained in data When data reflect past disparities or discrimination, algorithms may learn 

and perpetuate these patterns 

Inclusion of sensitive 

variables 

Inclusion of sensitive information, such as race or income, may cause 

algorithms to inappropriately discriminate on these factors 

Exclusion of sensitive 

variables 

Exclusion of sensitive information may reduce algorithm accuracy and 

lead to systematic bias due to a lack of explanatory power 

Limited reporting of 

information on protected 

groups 

Lack of reporting on the composition of training data or model 

performance by group makes it difficult to know where to appropriately 

use models and whether they have disparate impacts 
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 Issue Description 
M

o
d

e
l 

d
e

si
g

n
 

Algorithms are not 

interpretable 

When we do not understand why models make decisions, it is difficult to 

evaluate whether the decision-making approach is fair or equitable 

Optimizing algorithm 

accuracy and fairness may 

conflict 

Optimizing models for fairness introduces a trade-off between model 

accuracy and the strictness of the fairness constraint, so equity comes at 

the expense of decreased accuracy 

Ambiguity in and conflict 

among conceptions of equity 

There are many conceptions of fairness and equity, which may be 

mutually exclusive or require sensitive data to evaluate 

D
e

p
lo

y
m

e
n

t 

Proprietary algorithms or 

data unavailable for 

evaluation 

When training data, model design, or the outputs of algorithms are 

proprietary, it is difficult to independently evaluate them for bias or 

disparate impact 

Overreliance on AI apps People may blindly trust algorithmic outputs, implementing decisions 

despite contrary evidence, perpetuating biases if the algorithm is 

discriminatory 

Underreliance on AI apps People may be dismissive of algorithm outputs that challenge their own 

biases, perpetuating discrimination 

Repurposing existing AI apps 

outside original scope 

Models may be repurposed for use with new populations or to perform 

new functions without sufficient evaluation, bypassing safeguards on 

appropriate use 

Application development or 

implementation is rushed 

Time constraints may exacerbate equity issues if they push developers to 

inappropriately repurpose existing models, use low-quality data, or skip 

validation checks 

Unequal access to AI AI applications tend to focus on high-income areas, potentially amplifying 

preexisting disparities 

Background Context 

Applications within the same functional category tended to share similar data inputs, predicted 

variables, users, settings, and proposed benefits, as discussed here. 

Biased or Nonrepresentative Developers 

Developers of AI applications tend to be less diverse in their sociodemographic characteristics 

compared with the general population. 37-41 For example, only 22% of AI professionals worldwide are 

female, 42 and Black or Hispanic employees represent only a small portion of the workforce at major 

firms involved in AI research and development. 43-45 As a result, conscious and unconscious developer 

biases may affect various steps of the development process, including the decision to undertake 

development, choice of key variables, model training, testing, evaluation, interpretation, and 

dissemination. 3,6,46-51 Moreover, the lack of representation for members of minority groups in AI 
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development has consequences for the acceptance of technology among minority populations because 

of the fear that AI may be misused. 38 

Diminished Accountability 

The decisions made by AI algorithms are a function of data, design decisions, and use, so it is 

difficult to attribute harm to a single entity. If an algorithm provides a physician with an incorrect 

treatment recommendation that harms the patient, it is unclear whether the developer, physician, health 

system, state, or no one is at fault. 52 The use of AI means that the risk of discrimination may now be 

“inherent” in the procedure, in the same way that there are risks inherent in heart surgery. 53 

Existing legal frameworks are ill-equipped to deal with algorithmic decision-making. 

Antidiscrimination laws rely on the plaintiff showing the conscious intent to discriminate, an 

impossible standard for algorithms. 18 Even proving a lower standard, such as disparate outcomes, is 

difficult because this requires knowledge of system performance across population groups. Large 

outcome data samples are likely only available to developers or large clients, both of which may have 

limited incentives to address equity issues. In contrast, users may only have access to information on 

their own outcomes. 54 Without clear liability or readily available evidence, it is more difficult to hold 

actors accountable and to seek restitution for harm. This diminished accountability is an equity issue 

because some groups may disproportionately experience algorithmic errors. 

In some cases, there may also be economic incentives to use algorithms to avoid regulation because 

variations in the enforceability of antidiscrimination laws create opportunities for regulatory arbitrage. 

Actors can outsource decisions that might be discriminatory to algorithms, avoiding liability while 

hiding behind the supposed neutrality of their AI systems. 55 

We found little discussion of such accountability issues specifically in the context of health equity, 

but several authors pointed to hiring algorithms potentially allowing firms to bypass fair hiring laws or 

legislation for protecting specific groups, like the Americans with Disabilities Act. 54 The lack of 

specific examples is unsurprising, as firms may be unwilling to indicate that they are attempting to 

bypass regulation. 

AI-Enabled Discrimination 

Although most equity issues are unintentional, as in the case of developers using unrepresentative 

data or inappropriate proxies as outcome variables, some may use AI algorithms specifically to 

discriminate. ML is excellent at discrimination, because it can flexibly target any set of characteristics 

that defines a labeled group.  

Some applications that use AI to discriminate require a bad actor, such as an authoritarian 

government using facial recognition to identify and surveil a disfavored minority group. However, 

other applications merely require that rational economic actors follow profit incentives, including in 

health care. For instance, several companies offer “propensity to pay” algorithms for health care 
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providers. These algorithms are marketed as making debt collection efforts more efficient but could 

potentially also be used to inform health system decisions on what care to provide to which patients. 

Other potential opportunities include “cream skimming” (seeking to enroll only the most profitable 

patients) in health insurance markets. 56 ML algorithms could effectively identify these profitable 

patients even after risk adjustment, leading to differential access to care and exacerbating health 

disparities. 

Data Characteristics 

Modern AI models are, by nature, statistical models. They learn relevant patterns from data 

samples and use these patterns to make predictions. Therefore, if the data are problematic—for 

example, because they reflect existing biases, are not representative of the general population, or do 

not contain an appropriate set of variables—the predictions may be biased and unfairly affect 

vulnerable populations. Consequently, some of the equity concerns associated with the use of AI in 

health care settings stem from properties of the data. 

Limited or Poor Information on Population Characteristics 

The utility of AI algorithms is often limited because they use data sets that do not account for or 

misrepresent important sociodemographic characteristics of populations and subpopulations. 39,57, 40 

Person-generated data from smartphones is particularly problematic because even basic demographic 

characteristics such as age and sex may be unknown, making it challenging to do meaningful analyses 

across subgroups. 19 

Sometimes information is available about the populations studied during training or validation, but 

the information may not contain variables that are important to key stakeholders. For example, during 

the COVID-19 pandemic, efforts to identify vulnerable communities were undermined by the lack of 

granular data describing population characteristics, such as the prevalence of comorbidities among 

patients in a given geographic area. 58 The use of race and ethnicity in AI algorithms can be particularly 

problematic because of issues with “reliability, completeness, and lack of comparability across data 

sources.” 59,60 In reaction to this problem, investigators commonly categorize patients into 5 races and 2 

ethnicities, which is a reductive approach that likely fails to capture clinically relevant differences. 61-63 

Categorization of sex is often limited to male and female, which inhibits efforts to study marginalized 

populations such as those who identify as nonbinary or transgender. 3 

Combining data sets from different sources also causes similar problems because harmonizing 

demographic variables across multiple data sets introduces additional sources of error and may 

magnify problems caused by missing or inaccurate data. This problem, dubbed “aggregation bias,” 

causes problems with validity because a model may not produce adequate results when applied to a 

population with differently coded demographic characteristics. 64 The end result can be failure to 
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recognize meaningful differences across subpopulations because of data limitations, 51 which is 

especially consequential for cases in which intersectionality of multiple traits is important. 19 

Unrepresentative Data or Small Sample Sizes 

As statistical models, the certainty with which an AI model identifies specific patterns is a function 

of how many samples exhibit the pattern in the data set. Data sets that have unbalanced representation 

of subjects in the general population will tend to produce models that are less certain when making 

predictions regarding members of unrepresented populations. 65 This presents as unequal sensitivity 

(true positive rates) in models based on such data. 3,6,18 This issue can be especially dangerous when 

there are subpopulations that do not engage with or participate in health services with as much 

frequency or in the same manner as the majority. 18,66 Models based on data sets drawn from such 

unrepresentative contexts will perform less accurately on minority populations and, in some cases, may 

even lead to adverse health outcomes. 60,67,68  

Concerns around data representativeness carry a second dimension: the portability of AI models 

across contexts. Context here refers to both the population context as well as the decision context. 

Justified AI model deployment requires the statistical distributions of the data during training and 

deployment to match (an assumption of statistical regularity). 59,69 The use of a model on a distinct 

statistical population makes standard checks for internal model validity (eg, model accuracy measures) 

less reliable. So, for example, models developed using data from specific countries or patient 

populations are not guaranteed to work well for other populations without significant modeling and 

validation effort. 70,71 Besides the population context, the decision context also matters. The use of AI 

models outside the scope of the decision question they are designed to address can lead to decision 

failures. We see this in examples such as the model described in the Obermeyer et al analysis10 in 

which a model addressing the prediction question of health cost is applied to the related but separate 

prediction question of illness severity. 

Bias Ingrained in Data 

Data are often the products of social processes. Members interacting on a social media platform 

produce language data. Citizens and police officers interacting produce criminal justice records. And 

patients and doctors interacting in settings produce health records. Social processes are inflected by 

pervasive biases that are then recorded as data for AI models to learn from. As statistical pattern 

recognition tools, AI models, trained on such socially generated data, are bound to learn these biases 

ingrained in the data and transmit these biases into future decisions if no meaningful oversight is 

applied. 65,72 The effect of this phenomenon does not end with a one-time transmission of bias to future 

AI-enabled decisions. Such biased AI-enabled decision outcomes, in turn, produce biased data that 

further feeds AI training pipelines directly or indirectly. This sketches out a runaway feedback loop of 

adverse outcomes on disadvantaged subpopulations that may compound over time, barring meaningful 

interventions. 3,18,72,73 
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AI models for natural language models have historically furnished the most salient examples of 

both the social construction of data (language use is a social act) and the bias ingrained in data. A 2017 

study found that standard biases or implicit associations in language use (eg, “female names are more 

associated with family than career words, compared with male names”). 74 The criminal justice system 

provides another heavily social data-generating context, with examples such as reports of how 

sociohistorical biases led to disproportionate targeting of Black people by police interested in drug and 

gang activity. 40,65 

In the context, the process of ingraining bias into data streams can take myriad forms. For example, 

language barriers, health literacy, the kinds of accessible care (eg, teaching vs nonteaching hospitals), 

and other socioeconomic factors may lead to differences or disparities in care received and thus affect 

relevant health data used to train models. 75 Another example of biases in delivery involves the level of 

pain management in postpartum or postoperative care. 76,77 Recent research highlights racial disparities 

in pain management “that cannot be explained by less perceived pain.”75 

The case discussed by Obermeyer et al 10 is also a relevant example here. The authors reviewed an 

algorithm deployed by insurance companies to allocate resources to patients. They discovered that the 

algorithm used spending as a proxy for health without considering differential access by race. As a 

consequence, for the same level of need, fewer resources were allocated to Black customers. 10 This 

example illustrates bias ingrained in the data: bias presents itself in the form of differences in how 

White and Black patients are reported to engage with health services relative to their needs. This 

example also illustrates how biased models create feedback loops that compound disadvantages on 

vulnerable groups. Left unchecked, that model would have continued to make recommendations that 

reduced care levels for Black patients. 10  

Ingrained data biases can be difficult to mitigate. AI-deploying institutions will need to continually 

monitor their models, not just for internal measures of quality (eg, held-out set accuracy), but also for 

external measures of quality. Such external measures would include deep survey of diverse user 

experiences with AI-equipped health decision-making use cases. It will also be important for health AI 

designers and deployers to be aware of the societal biases that are relevant to their data sets and come 

up with a plan to mitigate these societal biases. 

Inclusion of Sensitive Variables 

Sensitive information, such as an individual’s race or income level, is sometimes included in the 

data used to train AI applications. Views differ on whether this leads AI applications to discriminate in 

ways that exacerbate health disparities, and it may depend on the specific circumstances of an 

application’s use. This section presents a summary of the literature discussing this issue as a 

contributor to health inequities. Conversely, the next section summarizes literature that supports an 

opposing view, which holds that excluding sensitive variables from AI applications can contribute to 

health inequities, at least in some circumstances. 
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Data on patient race, for example, have been used in regression-based AI algorithms widely 

adopted in US clinical practice to predict kidney function, 78 heart surgery risk, 78 and successful 

vaginal birth. 79 These algorithms produce systematically different predictions for Black or other non-

White patients as compared with others. Their use may have exacerbated racial health inequities 

through delayed diagnosis of kidney disease, recommendations against heart surgery, and 

recommendations for caesarean section rather than vaginal birth for non-White patients. 61 In fact, 

these concerns led the race variable to be dropped from the equations used to predict kidney function. 

80-82 Moreover, some researchers have worried that when people see a sensitive variable included in an 

AI model, that by itself may “[perpetuate] incorrect assumptions about the mechanism of causality in 

health disparities,” by, for example, “assuming a biological foundation” for disparities that are “in fact 

explained by social determinants.” 40 

Including sensitive information in AI algorithms may be particularly problematic under certain 

conditions. Some researchers have argued that sensitive information, such as race or gender, should not 

be included in algorithms when they have no known biological effect on the health outcome of interest. 

19,36,61,70,83 Furthermore, although sensitive information may not be appropriate for training clinical 

decision support algorithms, it might be allowable when used to evaluate disparities in algorithm 

performance or as part of algorithms that examine health disparities and their contributors. 40,61 Another 

key distinction may be whether an AI application uses sensitive information in ways that 

disproportionately harm, rather than benefit, a marginalized group. 40,61 In the health care context, this 

latter distinction may not always be clear; however, given that many AI-informed interventions (such 

as heart surgery or diagnosis of kidney disease), while intended to benefit patients, also carry some 

potential for harm (from postsurgery mortality, unnecessary dialysis, or withheld antibiotics in the case 

of overdiagnosed kidney disease). 84 

Exclusion of Sensitive Variables 

Sensitive information is often excluded from the data used to train AI applications, whether for 

reasons of data availability, legal restrictions, or the concerns over algorithmic discrimination 

described previously. When sensitive variables serve as determinants of health, excluding them may 

reduce algorithm accuracy and can potentially lead to systematic bias. For example, information that 

might be highly sensitive, such as skin color, may be needed to evaluate and correct for bias in the case 

of AI-enabled smartwatches, pulse oximeters, or other wearable sensors that measure light 

transmission through a patient’s skin to estimate heart rate or blood oxygen levels. 6,85,86 

Exclusion of sensitive variables may exacerbate disparities even when the sensitive variable serves 

as a social, rather than biological, determinant of health. One study found that an AI algorithm used in 

California to allocate additional COVID-19 vaccines to disadvantaged communities was less accurate 

in identifying neighborhoods facing disparities in life expectancy when it excluded race as an input 

variable. 87 Another study compared other COVID-19 vaccine allocation algorithms used elsewhere in 
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the United States and found that the AI algorithm that excluded race as an input “yielded lower 

benefits to minority groups” than a different algorithm that included race. 88,89 

Limited Reporting of Information on Protected Groups 

Lack of reporting and outcome standards poses a significant challenge to improving AI equity. 

Relatively few studies report even basic demographic information about their training data. A review 

of mechanical ventilation algorithms found that only 19% of studies reported race and ethnicity for 

training data. 90 Similarly, outcome data by subgroup are also often not considered. A review of 130 

FDA-approved AI-based medical devices found that only 13% reported that demographic subgroup 

performance was considered in evaluations. 91 Without these data, it is impossible to know which 

populations and contexts algorithms generalize to or whether they will have disparate impacts. 91 

Model Design 

Data characteristics are not solely responsible for AI equity concerns. 92 Choices in algorithm 

design and deployment have a role to play in mediating fair outcomes in the use of AI models. The 

following subsections highlight some model design choices and constraints that can influence model 

fairness. Fairness issues around model design, while complex, are often more directly addressable 

because the stakeholders responsible for model design choices are easiest to identify: the model 

designers. 

Algorithms Are Not Interpretable 

Some ML algorithms are not interpretable, meaning that it is difficult to examine the exact 

relationships between data input and algorithm outputs. This issue, often referred to as the problem of 

“black-box” AI, applies primarily to more complex algorithms, such as neural networks that rely on 

multiple layers of data analysis and abstraction. This can hinder efforts to evaluate whether an 

algorithm’s decision-making approach is fair, potentially undermining user trust55,93 or the ability of 

those affected by algorithms to seek legal redress. 18 

Algorithm opacity is sometimes mentioned as potentially contributing to AI applications having a 

negative impact on equity. 53,59,72,94 However, none of the documents we reviewed described a specific 

case in which this has occurred. Furthermore, a prominent researcher has argued that “humans are 

inscrutable in a way that algorithms are not” when it comes to racial bias, 95 giving the example of his 

own successful detection of bias in an algorithm, despite not having visibility into its inner workings. 

Nevertheless, algorithm opacity precludes straightforward evaluation of how an AI application 

handles race or other sensitive information when those are present in input data. One such evaluation 

may have contributed to the removal of race as an input variable from a widely adopted AI-based 

vaginal birth after cesarean risk calculator. 96 This evaluation relied on the presence of interpretable 

variable coefficients to critique how a previous version of the calculator used a race variable to predict 
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that Black and Hispanic patients had a lower chance of successful vaginal birth. 61 Had this been a 

more complex and uninterpretable algorithm, rather than a simple regression-based ML model, it 

would have been more difficult to examine how race affected algorithm predictions. 

Optimizing Algorithm Accuracy and Fairness May Conflict 

Typical adaptations for making AI models fair(er) aim to optimize both the model’s accuracy as 

well as its performance in achieving a particular measure of fairness. 97-99 For example, a model might 

be developed to optimize both its accuracy in identifying individuals who could benefit from mental 

health services within a population as a whole, while also seeking to ensure that these services are 

accurately and equitably provided to specific population subgroups. 100 

This type of joint optimization effort will often feature a trade-off between the accuracy of the 

model and the strictness of the fairness constraint. The degree to which optimizing a model for fairness 

may result in lower accuracy varies depending on the AI model. However, recent work shows that this 

trade-off may also be negligible in certain applications and for carefully selected measures of model 

accuracy and model fairness. 60 

Ambiguity in and Conflict Among Conceptions of Equity 

There are innumerable ways of conceiving of what it means to be fair or equitable, with examples 

including statements such as “model allocations of opportunity should reflect the population 

distribution,” “false positive rates should be equally distributed across subgroups,” or “model 

outcomes must be independent of demographic attributes.” 18,65,97,101 

The choice of what definition of fairness to incorporate into the design of an AI model is not 

always clear and depends on broader consideration of health care goals and conceptions of equity. 

Suggested frameworks exist for navigating this choice. 102 But, in general, the choice requires detailed 

domain knowledge and consultation with relevant stakeholders because the legitimacy of a fairness 

norm will ultimately depend on the buy-in from affected stakeholders.  

Different equity norms can conflict with each other. The recent literature on fair ML articulates a 

set of statistical impossibility theorems that show that it is often not possible to jointly satisfy 

collections of fairness definitions. 65 Selecting a fairness norm will typically preclude the satisfaction of 

other kinds of fairness. This is especially true if the model is predicting the occurrence of a condition 

that varies in prevalence across relevant subpopulations. 

Deployment Practices 

It is useful to frame the use of AI in health care as an intervention or experiment to improve 

decision-making. This emphasizes the basic fact that practices in AI application deployment can 

significantly influence the fairness of even the most carefully developed AI systems. The following 
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discussion highlights several issues concerning how deployment practices surrounding the use of AI in 

health care can affect equity. 

Proprietary Algorithms or Data Unavailable for Evaluation 

Independent evaluation of the fairness and generalizability of AI applications is a powerful tool to 

prevent poor equity outcomes. 103 However, external evaluations can only take place if the data, 

preprocessing, and algorithms used by the tool are widely available. 73 Information on preprocessing 

and variable selection are particularly important steps because developers have much subjective choice 

in these decisions. Often, AI application developers do not release algorithm development information, 

especially if the algorithm is being used for commercial purposes. This issue can also compound 

problems related to lack of reporting on population characteristics described earlier in this chapter. 

One example is the algorithms used by health insurance firms, as demonstrated by the algorithm 

used for resource allocation studied by Obermeyer et al. 10 This algorithm was not public, and, had it 

not been made available to researchers by a health system user, racial biases might never have been 

uncovered. This raises the question of what undiscovered biases exist in the proprietary algorithms 

used by other health insurance firms and hospital systems. 

Overreliance on AI Apps 

Some authors caution that use of AI may lead to unintended consequences if algorithmic outputs 

are relied upon too heavily or accepted at face value without appropriate validation or inquiry. 6,48,55 A 

phenomenon known as “automation bias” is defined as the tendency for humans to accept machine-

generated decisions over conflicting human decisions, despite the existence of contrary information. 

53,104 Overreliance on algorithmic outputs can lead to errors of omission when humans fail to discern 

failure of an AI tool. For example, when a high volume of decisions is made automatically (eg, using 

AI to interpret chest x-rays at a large medical center), there may be no human available to validate 

computer-generated results. Conversely, overreliance on AI can lead to errors of commission when 

humans implement an algorithm’s decision despite evidence to the contrary. 104 Automation bias may 

perpetuate structural biases for vulnerable populations, leading to discriminatory outcomes because of 

overreliance on AI applications. 3,4,104,105 

Underreliance on AI Apps 

Underreliance on AI applications may also lead to negative impacts on health equity under certain 

circumstances. For instance, an algorithm may produce a result that a health care professional 

dismisses without adequate investigation, even if the algorithm result is in fact less biased than the 

professional’s own judgment. Murphy et al provide an example where the outputs of IBM’s Watson 

Oncology, an AI-powered diagnostic decision support system, were rejected by physicians for reasons 

that were poorly justified. 48 This example highlights that underreliance may be a more salient problem 

when intended users mistrust the process or have inadequate understanding of how algorithms operate, 
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especially if algorithm outputs conflict with user judgment. 6,106 Unfounded dismissal of algorithm 

results might be more likely to harm vulnerable groups because of existing structural biases. 3 

Repurposing Existing AI Apps Outside Original Scope 

Ideally, applications using AI are trained, validated, and then deployed for use with a defined, 

preplanned purpose. However, during a time of crisis, an AI application might be deployed for use 

cases outside its intended scope. 6,18,64 For example, during the COVID-19 public health emergency, a 

widely available algorithm designed to predict clinical deterioration among patients before the 

pandemic was repurposed to predict deterioration among patients with COVID-19. Not surprisingly, 

the performance of the algorithm was found to be poorer than other algorithms that were trained and 

validated among patients with COVID-19. 107,108 This case illustrates that, although repurposing AI 

may be faster than designing a new application, the application’s output may be “unpredictable, 

unexpected, or biased” because of out-of-scope use. 109 Additionally, repurposing AI likely causes 

problems related to equity that go undiscovered and unaddressed, especially if repurposing is done 

under crisis conditions without appropriate safeguards for vulnerable populations. 110 This may have 

occurred during the early stages of the pandemic, when algorithms trained to predict spread of disease 

in Europe performed less accurately in African countries. 51, 51, 111 

Rushed Development or Implementation 

Rushing the development of applications compounds equity issues. During the COVID-19 

pandemic, there was significant pressure to reduce the time required to develop AI applications 

because the virus was moving so fast, and there was fierce competition to be the among the first 

applications released. Many of the strategies designed to mitigate problems in AI equity take time, 

such as consulting community members, improving data quality, or evaluating model outputs. In high-

pressure situations, these aspects of development may be ignored.  

AI developers or users may also attempt to rapidly repurpose algorithms in contexts outside their 

intended scope. For example, during the COVID-19 pandemic, hospitals used triage applications 

trained on prepandemic data to determine who might need intensive care or mechanical ventilation, 

despite the fact that COVID-19 patients were not in the training set and therefore no validation had 

been performed on this group of patients. 6 More generally, facing major time constraints, developers 

may also use data from one population, such as those initially affected by the pandemic, and 

extrapolate to other populations, without addressing representativeness. 4 Many of the other equity 

issues discussed in this chapter are more likely to appear in this context. 
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Unequal Access to AI 

Research and implementation of AI applications tend to be focused on areas that are relatively high 

income. 112 This disparity in access to AI exists not only between high- and low-income countries but 

also within individual countries. 113-115 As a result, use of AI may amplify preexisting disparities for 

vulnerable subpopulations. 3,116 

Disparities in internet access is one reason for inequity in the distribution of AI. For example, 

although an estimated 4 billion people worldwide accessed the internet in 2019, only 28% of people in 

Africa had internet access compared with 82% in Europe. 117 Thus, any advances in health because of 

internet-based AI applications likely improved health for those in Europe more than those in Africa. 

Additionally, within most countries, vulnerable groups are less likely to have access to technologies 

necessary to use AI applications, such as broadband internet or smartphones. 118 Taken together, 

inequities in access to AI can lead to accrual of benefits “to the highly educated and wealthier segment 

of the population, while displacing the less educated workforce, both by automation and by the 

absence of educational or retraining systems capable of imparting skills and knowledge needed to work 

productively alongside [AI applications].” 119 In the case of unequal access to AI, the subpopulations 

most likely to experience disproportionate benefits are those that are “tech savvy, highly health literate, 

self-directed, information seeking, English fluent, health focused, and well insured.” 120 

Summary 

We identified 18 equity-related issues raised by the use of AI in health care that are discussed in 

the literature. These include issues related to the background context that shape AI development, the 

characteristics of data used as model inputs, the design of AI models, and the ways that AI-based 

health interventions are deployed in practice. 

The next chapter describes the strategies that were proposed in the literature to address these issues 

and ensure that the use of AI improves, rather than undermines, health equity. 
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4. Strategies Proposed to Address AI and Equity Issues 

This chapter describes the 15 strategies we identified that were proposed in the literature to address 

the 18 equity issues raised by the use of AI in health care. As in the previous chapter, we organize 

discussion of these strategies according to 4 categories that correspond to different aspects of the AI 

development pipeline: background context, data characteristics, model design, and deployment 

practices. 

These 15 strategies are listed in Table 4.1. This is followed by a more detailed summary of each 

strategy in the rest of this chapter, based on their description in the academic and gray literature we 

reviewed. 

Table 4.1. Strategies to Address AI and Equity Issues From the Literature 

 Strategy Description 

B
a

c
k

g
ro

u
n

d
 c

o
n

te
x

t 

Foster diversity Create teams with diverse characteristics, experiences, and roles to increase 

consideration of equity throughout development 

Train developers and users Train AI developers and users in equity considerations and the ethical 

implications of AI, which may be missing from their formal education 

Engage the broader 

community 

Foster community involvement throughout development, from conception to 

postdeployment, to increase the likelihood that developers prioritize equity 

concerns 

Improve governance Enact robust regulation and industry standards to align AI applications with 

social norms, including equity, safety, and transparency 

D
a

ta
 c

h
a

ra
ct

e
ri

st
ic

s 

Improve diversity, quality, 

or quantity of data 

Train models with large diverse samples that are representative of the target 

population for the application and contain all relevant features 

Exclude sensitive variables 

to correct for bias 

Exclude sensitive variables or replace them with variables that are more 

directly relevant to patient health outcomes to prevent models from 

discriminating directly on these characteristics (although they may still 

discriminate on latent approximations of these characteristics) 

Include sensitive variables 

to correct for bias 

Include sensitive variables to improve model accuracy, increase explanatory 

power, and enable easier testing for disparate impact 
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 Strategy Description 
M
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Enforce fairness goals Formulate an equity norm and enforce it on the model by editing the input 

data, objective function, or model outputs 

Improve interpretability or 

explainability of algorithm 

Choose models that are inherently explainable (such as decision trees), build 

secondary explainable models, or explore explainable local approximations to 

model decision-making 

Evaluate disparities in 

model performance 

Evaluate model performance on a wide range of metrics across subgroups, 

particularly groups that might face disparate impact, then report and act upon 

the results 

Use equity-focused 

checklists, guidelines, and 

similar tools 

Incorporate equity-focused checklists into workflows for developers, reviewers 

of AI models, health care providers using an application, or patients who want 

to understand algorithm outputs 

D
e

p
lo

y
m
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n

t 
p

ra
c
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Increase model reporting 

and transparency 

Provide more information on AI equity issues, including publishing 

standardized equity-related information on models, increasing independent 

model reviews, and requiring equity discussion in academic journals 

Seek or provide restitution 

for those negatively 

affected by AI 

Proactively provide restitution to those harmed by AI or create legal 

frameworks so they can seek restitution 

Avoid or reduce use of AI If equity issues are severe, or improvements have been fruitless, consider 

discontinuing model use 

Provide resources to those 

with less access to AI 

Improve access to AI for disadvantaged groups and low-income countries by 

subsidizing infrastructure, creating education programs, or hosting AI 

conferences in these locations 

 

We also identified 4 additional strategies proposed in the literature we reviewed that use AI to 

proactively enhance equity by addressing preexisting health disparities, meaning disparities that are not 

themselves caused by the use of AI. These 4 strategies are summarized in Table 4.2 and are described 

in greater detail at the end of this chapter. 

Table 4.2. Strategies That Use AI to Address Preexisting Health Disparities 

Issue Description 

Develop and field AI that 

is less biased than 

standard decision-making 

Accurate and well-designed AI-based health interventions may help question biases 

inherent in health-professionals’ standard decision-making practices 

Use AI to examine 

disparities 

AI can improve researchers’ and health professionals’ understanding of the extent and 

source of health disparities  
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Issue Description 

Use AI to identify people 

facing disparities 

AI can be used to identify individuals or communities that face health disparities as part 

of efforts to target service delivery to those who need it most  

Background Context 

Equity considerations start at the very beginning of the development process. Decisions made on 

what applications are valuable, how to conceptualize problems, and whose views are important set the 

context for the rest of the AI development life cycle. The equity strategies in this section focus on who 

has input into decisions in AI development, how well they understand equity issues, and how 

regulation can channel and constrain their actions. 

Foster Diversity 

The benefits of increasing diversity in the workplace have grown clear over the last several 

decades. For example, a recent article in the Harvard Business Review highlighted the business case 

for improving diversity, concluding that diverse teams “are more effective than homogeneous teams.” 

121 Having a diverse team of developers for AI applications is particularly important in the health 

sector, because a lack of insight into ingrained biases in the design process may lead to adverse health 

outcomes for members of vulnerable groups. Diversity at all levels of an organization, including 

among those individuals who are involved in setting AI development priorities, can lead to 

improvements in equity for communities affected by an application, including through the 

implementation of inclusive community involvement in design processes. 6 

Ensuring representation for vulnerable subpopulations in AI developer workplaces is challenging, 

so pursuing multiple approaches may be necessary to advance equity. 122 First, hiring practices can be 

adjusted to improve diversity at all levels of organizations involved in AI development and 

implementation. 123 A second approach could be to recruit diverse experts, not as employees, but rather 

as advisors for particular steps of the design process. 49 A third approach is to improve the workplace 

climate for underrepresented groups. This may require altering job advertising practices, modifying 

position prerequisites that discourage diverse applicants from applying, and changing day-to-day 

culture to improve acceptance of people with underrepresented backgrounds (eg, sharing of preferred 

pronouns in email signatures to encourage acceptance of gender-nonconforming individuals). 122  

In addition to improving sociodemographic diversity, gathering interdisciplinary perspectives is 

also important for ensuring equity in AI applications. 48,75 A team of technical developers tends to 

benefit from having other experts involved in the design of AI applications related to health, because 

understanding the societal, ethical, and economic impacts of an application on equity is not a 

straightforward process. 124 Adding team members with other areas of expertise, such as attorneys and 

AI ethicists, has been recommended. For applications with broad impact, interdisciplinary advisory 
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boards could also be considered so that issues related to equity can be identified early and addressed. 

109  

Train Developers and Users 

Several publications in our review noted that training related to equity is more common in health 

care programs than in the science, technology, engineering, and math (STEM) education for AI 

developers. 46,113,122 Lack of training leads to less awareness and fewer skills to address gaps in equity. 

113 To advance equity, STEM training programs can design courses that inform students about equity-

relevant concerns for vulnerable population subgroups and also train students more generally about the 

ethical implications of AI. 38,124,125 In addition to training in formal educational programs such as 

degree programs, workplaces can also institute training for current employees. 126 

In clinical contexts, clinicians and patients benefit from awareness of the risks posed by AI 

algorithms. Understanding the risks and benefits of AI tools can help physicians fulfill their 

responsibilities to minimize harm to patients. 127 This includes informing patients of the potential 

benefits and dangers posed by the use of clinical algorithms, such as the risk that the algorithm may be 

biased against disadvantaged groups. 53 Patients and providers may benefit from more general AI 

education, 48 both so that they can take advantage of advances in AI38 and so they can adopt a healthy 

skepticism of algorithms. 16 Missing either of these perspectives could exacerbate inequities, as groups 

either lose out on benefits because of a lack of adoption or are exposed to discriminatory outcomes 

because of an overreliance on algorithmic decision-making. 

Engage the Broader Community 

Many of the sources we reviewed recommended engaging the broader community to identify and 

address concerns related to equity in AI applications. Several authors advocated for community 

involvement from start to finish of the AI design process, including the decision to build an 

application, goal-setting for the model, defining fairness, interpreting data output for protected groups, 

and guarding against unintended consequences after deployment. 3,38,101,128-130 One comprehensive 

approach for engaging community stakeholders is through a community-based participatory process. 

The basic premise of community-based participatory activities is that researchers or developers partner 

with community organizations to elevate diverse voices, establish a respectful dialogue throughout a 

project, and make joint decisions that take into account all stakeholder perspectives. 131 Through this 

process, community perspectives can be embedded into the design process to allow communities to 

own how AI design “is constructed, conducted, and disseminated, thus reversing the power imbalance 

currently present” in most development activities. 132 

Depending on the context, different stakeholders may need to be included. For AI applications in 

health care, community stakeholders might include patients, service end-users, physicians, and 

nonprofessional caregivers, 133 as well as members of historically underrepresented groups who have 
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experienced oppression. 70 These groups may represent people with disabilities, older adults, racial and 

ethnic minority groups, lower income individuals, sexual and gender minorities, and individuals with 

intersecting identities. 134 One author recommended that AI applications, such as those assisting with 

infectious disease surveillance, should “consider the rights of people from diverse regions and 

communities.” 135 A stakeholder analysis of multiple communities in the United States conducted 

during the COVID-19 pandemic underscored the importance of engaging historically underrepresented 

groups in AI development. Community members of diverse racial and ethnic backgrounds shared 

stories about feeling invisible, and they advised that there was an “increased need for inclusiveness and 

involving community voices in the development and deployment of AI within health care settings.” 38 

Additional steps developers can take to engage communities include using consensus-building 

mechanisms, encouraging oversight by and involvement of community members in agenda setting, 6 

and creating formalized channels to bring community voices into critical parts of the design or auditing 

processes. 3,18 For example, the National COVID Cohort Collaborative held a Tribal Consultation to 

“decide how to appropriately make [American Indian and Alaska Native] data available to tribal 

researchers and the broader scientific research community.” The relevant data will not be released until 

the National Center for Advancing Translational Sciences releases a report on the Tribal Consultation 

and outlines the terms of data sharing. 136 

Communities can also be engaged in ongoing data governance decisions. For example, a data 

governance panel could be established to periodically review data sets used for training AI 

applications. Such a panel could “work to achieve a clearly articulated data collection and utilization 

strategy that will guide documentation, workflow, a review of influencing factors and monitoring 

standards.” This panel would be comprised of diverse interdisciplinary members that have experience 

with AI, including clinicians, managers, patient group representatives, and technical and ethics experts. 

137 

Another approach to community engagement involves having organizations create 

recommendations for how developers should approach equity—so-called soft governance—in 

partnership with community groups. Soft governance mechanisms may enable diverse opinions to be 

voiced, but they lack mechanisms to ensure compliance. At least 2 examples of soft governance 

frameworks can be applied for AI applications in response to the pandemic. 18 The Toronto Declaration 

is a framework of international human rights law to promote rights to equality and nondiscrimination 

in ML138; and the Asilomar AI Principles are a judicial transparency framework that has implications 

for addressing algorithmic equity. 139 These frameworks were created and promulgated by AI 

researchers and civil society organizations, including IEEE, the Association for the Advancement of 

Artificial Intelligence, and AI Now. 

Finally, governments often engage communities when making policies governing AI applications, 

and governments may sometimes encourage or require oversight of AI applications through formalized 

community engagement programs. 140,141 The Organization for Economic Co-operation and 
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Development (OECD) provides a list of AI-related policies and strategies by country on their 

OECD.AI website.142 One government initiative, the “Chilean Participation Process on AI,” lists 4 

policy instruments related to community engagement: public awareness campaigns and civic 

participation activities; regional roundtables to discuss AI challenges and policy opportunities; self-

organized roundtables to discuss national AI policy; and opportunities for the public to contribute 

written feedback on national AI policy. 143 Readers interested in local models for community 

engagement in AI that have been initiated by governments should consider visiting the OECD.AI 

website to browse programs in their respective countries. 142 

Improve Governance 

Robust governance of AI can go a long way to ensure the alignment of AI applications with social 

norms, including equity, safety, and transparency. There is broad interest in ensuring the equitable use 

of AI across a broad spectrum of domains, 94,101,144,145 including in health applications. 3,130,146,147 Two 

concerns are implicated in the push for effective regulation: the translation of desirable norms into 

clear regulatory guidelines and the enforceability of any selected regulations. We address each below. 

Much AI regulatory interest is expressed in the form of guiding principles for AI use, 145,146 

including mitigating disparate model performance and how to prevent AI applications from being used 

beyond their original scope. 18,130 However, little is said about the translation of such principles into 

development practice. This practical translation is important given the trade-offs and tensions inherent 

in enforcing consideration of equity concerns in AI development and use. Implementation forces 

familiarity with choices such as which definitions of equity are relevant, how equity will be measured, 

and how much of a trade-off in model accuracy is acceptable. These practical details are important for 

regulation. 

AI regulation is difficult because AI is a broad-spectrum technology in that it can be applied in 

many different applications. AI models find use cases in disease surveillance, drug discovery, medical 

diagnoses, vitals monitoring, and automatic control of medical devices. It is hard to accommodate all 

regulatory authority for these applications in a single agency. This suggests that, although consensus 

may exist on the goals of AI regulation, practical regulation may need to be multifaceted and 

multiagency. Preexisting regulatory authorities can and do already assert some level of authority over 

different health-relevant uses of AI, such as FDA authority over AI use in some types of medical 

devices. 91,148-150 However, this mandate does not extend to all health-relevant uses of AI, such as 

disease-forecasting models and other public health applications.  

Other modes of regulation are available besides hard regulation of the sort that the FDA typically 

wields. As mentioned earlier, soft governance or forms of regulation not backed by hard government 

enforcement may be relevant. 18,151 This includes nonbinding standards setting (eg, as provided by the 

National Institute for Standards and Technology) and industry-organized protocols, standards, and 

statements of principles. Industry-based self-regulation approaches have the benefit of relying on the 
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expertise of the community of AI practitioners. Self-regulation has a history of success in technology 

domains that rely on interoperability (eg, communications technology).152,153 However, industry self-

regulation can also be more susceptible to capture by commercial interests.  

Hard AI regulation must contend with several limitations. The enforcement of regulations requires 

the regulator’s ability to test and measure for compliance. This can be problematic because of a lack of 

measurement standards, intellectual property concerns, and the technical maturity of the regulatory 

workforce. Regulators benefit from sufficient technological maturity to judge the compliance of new 

AI-based products, which is hard to ensure in a fast-moving space such as AI. Finally, AI regulatory 

impulses must balance their regulatory mandates against the burden of regulation on innovation. 

Data Characteristics 

Data are the cause of many biases in AI algorithms, and many important strategies to enhance 

equity focus directly on improving the quality of the data itself. This can be challenging, however, 

given the complexities involved in the processes of data collection and curation. For instance, 

developers need to identify the most suitable proxies for unobservable outcomes, decide how much 

information to include about protected groups, identify which variables to include in a model, and 

define protected groups in a granularity appropriate to their application. Not all these data may be 

readily available, and so compromises or additional work must be directed toward addressing data 

inadequacies. 

Improve Diversity, Quality, or Quantity of Data  

Many developers start with their data, not their algorithms, when they look for sources of bias. One 

survey found that most developers considered equity at the point of data collection or curation. 49 Data 

can create algorithmic bias if it is not representative (or small), contains biased outcomes, lacks 

information on group identifiers, or is missing key explanatory variables. The solutions to these issues 

are simple in theory: use large diverse samples that are representative of the target population for the 

application and contain all relevant features. 154,155 Algorithms retrained with more representative data 

have fewer equity issues and perform better overall. 67,156 However, accessing these data may require 

modified collection methods. For prospective trials, this could be changing recruitment procedures to 

target traditionally underrepresented groups. 120,157 When judging the diversity of cohorts, researchers 

should remember that no group is a monolith and that socioeconomic, clinical, and demographic 

factors all interact. The sample for each group must cover the breadth of the target population across 

all factors of interest and be large enough for the algorithm to learn clinically important interactions 

between these features. 40 For example, an algorithm trained on a cohort that consisted only of men 

under 40 years of age and women over 65 would be unable to learn how age and gender interact. 

Researchers may lack the resources to collect their own representative data sets, especially during 

fast-moving crises such as COVID-19. To address this, many authors suggested that pooling publicly 
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available data sources could support more research with representative samples that generalize to the 

wider population and are not only from affluent academic medical centers. 4,158 Some collection efforts 

are already underway, including the Google Baseline Study159 and the National Institute of Health’s 

All of Us Research Program that is collecting nationally representative data from 340 sites and already 

has more than 175 000 biospecimens and 112 000 electronic health records. 160 Public data sources 

could be used as benchmarks to directly compare algorithm performance across diverse patient 

cohorts. 90 These data sets would also help  coordinate across global issues that affect many countries, 

such as adverse reactions to the COVID-19 vaccination. 161 Finally, more data sharing would decrease 

disparities in who has access to data. For instance, more than 170 countries have no available 

ophthalmologic images for training algorithms, which precludes algorithm development specific to 

patients from these regions. 158 

Technical methods can mitigate some data inadequacies and are especially helpful when data are 

unavailable for privacy reasons. Federated learning enables model coefficients to be calculated locally 

and combined without sharing the underlying data, which means models can be trained on larger and 

more diverse data sets, without private health information leaving a protected system. 64 Transfer 

learning can be used to ensure that models have a basic framework of clinical facts (such as heart 

disease risk increasing with age) that do not have to be learned anew in each model. This enables 

models to be trained with smaller data sets. 64 Similarly, synthetic data sets can be constructed to 

protect privacy, resample data to provide more weight to minority classes (this mitigates model 

overfitting to data from the majority class), 162 or incorporate data from other sources to minimize bias. 

50 

Even when data are representative, they may still contain biases from the data-generation process. 

For instance, outcome labels may be created by biased humans49 or may be the product of inequitable 

processes, such as disparities in access to care. 10 Unfortunately, as no basic statistical checks exist for 

label bias, developers would need to carefully examine any bias-creating mismatch between the real-

world outcomes they are trying to predict and the specific variable or label their model is trained to 

predict. 156 Developers can also establish processes that automatically build label bias checks and data 

updates into the development pipeline. 55 Some researchers suggested that certain data sources or 

variables are inherently less likely to be biased, such as noninvasive medical monitoring devices40 or 

diagnoses. 36 However, there will always be the possibility for biases to enter data. Medical devices 

might be more accurate or available for some groups, for example, and diagnoses rely on access to 

health care. 

In some data sets, group identifiers may inappropriately aggregate dissimilar groups or may be 

missing entirely. This reduces the accuracy of results and obscures variation and may preferentially fit 

the majority group. 65 When the use of sensitive variables is appropriate, adopting more granular 

identifiers, such as additional race categories or inclusive gender, sex, and sexual orientation categories 

can improve accuracy and equity. 163 For instance, adding 2 additional racial or ethnic groups to an 
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equation that originally only distinguished between Black and non-Black patients for predicting 

chronic kidney disease resulted in lower levels of bias for some Asian populations. 63 If individual 

group identifiers are not available, then using imputation or aggregated statistics may be better than 

omitting these variables entirely. 156 Some demographic data may be imputed from surname data using 

validated algorithms, for example, or from patient address, given that socioeconomic data are often 

available at the census block level from administrative surveys. 156  

If all relevant features are not included in a data set, then algorithms can draw spurious 

conclusions, as part of the explanatory power of omitted variables is assigned to other correlated 

variables. Several studies emphasized the importance of including social determinants of health, 

including employment, education, and the quality of the built environment, in the data used by AI 

applications. 58 Including social determinants of health improves model performance and helps to 

identify the root cause of disparities. 164 For instance, because race is correlated with income, if income 

is excluded from a model, then poor outcomes may wrongly be attributed to race alone, degrading 

predictive performance. Some organizations have recognized this need and begun collecting new data 

as a result: UnitedHealthcare has helped to develop new International Classification of Diseases codes 

relating to social determinants of health that can be integrated within the data inputs used in their 

predictive models. 165 

Exclude Sensitive Variables to Correct for Bias 

The question of whether and how to incorporate sensitive variables in an AI model is highly 

contested in the literature. Excluding sensitive variables from AI models has been proposed as a 

strategy to reduce algorithmic bias; the opposite remedy—including sensitive variables in models in 

which they are lacking—is also proposed. Much depends on the context of AI model use and the 

perspective of the author. 

As discussed in the previous chapter, including sensitive variables in AI applications may lead to 

negative impacts on health equity, at least under certain circumstances. To address this issue, 

researchers and others have proposed excluding race or other sensitive variables from AI algorithms, a 

strategy that is sometimes discussed in academic literature as “fairness through unawareness” 18,166,167 

or “fairness through blindness.” 168 

This strategy might be pursued in several ways. AI developers and health research institutions 

might voluntarily choose to exclude sensitive variables from AI applications. 61,83,169 Researchers can 

highlight cases of existing algorithms that use sensitive variables in ways that exacerbate disparities. 61 

Clinicians or other users might advocate for removing sensitive variables from algorithms or for their 

health systems to stop using algorithms that include these variables. 61,170,171 As a result of such efforts, 

updated versions of prominent AI applications that no longer use race have been released, including 

calculators used to estimate kidney function80,172 and outcomes for vaginal birth after cesarean section. 

169,173 
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Policy makers might also issue guidelines or establish and enforce rules barring the use of sensitive 

variables in AI algorithms. In some cases, existing rules forbid consideration of an individual’s race or 

other sensitive information in resource allocation or other government decision-making, whether those 

decisions are made by humans or based on AI algorithms. The Healthy Places Index used in 

California’s COVID-19 vaccination campaign, for example, deliberately excluded race as an input 

variable to comply with California Ballot Proposition 209 passed in 1996. 89 At least 1 recent 

legislative proposal in the United States has focused on regulating the use of race and other sensitive 

variables specifically in AI algorithms, although it has not yet become law. 174,175 

Putting this strategy into practice generally requires finding an alternative algorithm or rebuilding 

an existing algorithm to exclude sensitive variables. In some cases, sensitive variables might be 

replaced with other data that are more directly relevant to patient health. 19,83 Researchers have 

cautioned against simple workarounds, such as continuing to use an already built algorithm and 

removing the sensitive variable from the input (or similarly entering a standard answer for all patients), 

as this can concentrate errors for particular groups and can exacerbate disparities in care. 80,82 

The effectiveness of this strategy depends on whether excluding sensitive information will reduce 

an algorithm’s ability to discriminate. Excluding sensitive variables does not necessarily prevent 

algorithms from discriminating against marginalized groups, given that other, less visible but more 

significant, sources of potential bias exist. 18,60,156 Algorithms can learn to discriminate using patterns 

associated with seemingly less sensitive variables, such as a person’s address or zip code, which may 

nevertheless be highly correlated with race or other sensitive information, in an AI-enabled version of 

redlining. 168 Researchers have demonstrated that deep learning AI models can infer a patient’s race 

even from apparently innocuous data, including images from x-rays or CT scans. 176 Similarly, other 

algorithms use deep learning to identify people with mental health conditions using audio recordings of 

their voices. 177 

Include Sensitive Variables to Correct for Bias 

This strategy is the opposite of the one described previously. Each may apply in different contexts 

and both strategies are contested. 

Yet there are also some areas of general agreement. Even some advocates of excluding sensitive 

variables acknowledge that there are cases in which sensitive data might be used in algorithms in ways 

that advance equity, such as in epidemiologic research61 or in applications intended to support 

affirmative action. 175 Similarly, we found few criticisms of the use of sensitive variables in evaluating 

disparities in model performance, analyzing data limitations, or enforcing fairness in model design. We 

also found few criticisms of AI algorithms that used sensitive variables when they had a clear and 

accepted connection to the health condition of interest, such as skin pigmentation level when used to 

assess melanoma risk, or patient sex when examining risk of diseases that disproportionately affected 

women rather than men.  
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Some researchers make a much broader case in favor of including sensitive variables in AI 

applications in health. 59 Several studies have found that including gender or race in training data for 

AI can improve accuracy in a wide range of applications, including in facial recognition, 178 estimates 

of life expectancy, 89 and risk of contracting or dying from COVID-19. 179-181 For this strategy to be 

effective in reducing disparities, however, any improvements in algorithm performance must 

ultimately contribute to improved care for disadvantaged groups. 

Model Design 

This section covers steps that developers can take during the model design process to minimize 

potential negative effects of health AI on equity. Some strategies are about the design of the algorithm 

itself. AI algorithms are designed to maximize objective functions, typically predictive accuracy, but 

they can incorporate other metrics as well, such as fairness. Models can be modified to produce fairer 

outcomes, whether through data editing, different objective functions, or postprocessing. However, this 

requires quantitative definitions of what fairness means, a subject of much debate. 97,166,168 Model 

design also determines if we can understand how an algorithm reached a decision. After an algorithm 

has been created, developers and evaluators can test its equity impacts, whether in training data, 

synthetic data sets, or in real-world implementation. The results from these evaluations can be used to 

inform decisions on whether to retain, revise, or retire a model.  

It can be complex to balance equity and accuracy, identify model limitations, and rigorously 

evaluate equity impacts. Checklists and other tools can provide validated frameworks for these tasks 

and integrate them into the development workflow. 

Enforce Fairness Goals 

Fairness considerations can be incorporated directly into model design, through editing data inputs, 

building equity into the objective function of the algorithm, or postprocessing of model outputs. 65,97 

The key aspects of these approaches include identifying the relevant equity norm for the proposed 

application, formulating a statistical interpretation of this norm (to facilitate measurement), and 

enforcing the equity norm on the AI model, usually during training or via postprocessing. 18,60,102 

Identifying the relevant equity norm can be difficult because there are myriad defensible forms of 

fairness. 97,166,168 It often requires multidisciplinary, multistakeholder consultation to settle on a 

definition of equity that is satisfactory to all parties and is feasible given market, legal, and resource 

constraints.  

There are statistical translations of most unambiguous equity norms. The use of statistical measures 

is pivotal because it enables developers and evaluators to measure and enforce compliance with a 

selected equity norm. A few approaches exist for enforcing equity norms, typically split into 

preprocessing, in-processing, and postprocessing. 182 
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Preprocessing edits the data before they are used within the model. For instance, feature values can 

be edited to ensure similar marginal distributions for each group while preserving rank ordering, 182,183 

“fairness through awareness,” which presorts subjects by a task-specific similarity metric, 168 and fair 

representation learning, which finds a latent representation of the data that conceals protected attributes 

while preserving other aspects of the data. 65 The most direct approach uses in-processing to integrate a 

statistical formulation of the equity norm into the learning objective of the model. 182,184 One example 

is prejudice removal, meaning an algorithm designed to simultaneously maximize 2 objectives: the 

first is the accuracy of the prediction, and the second is a term that measures the fairness of the 

predictions (or the lack of prejudice, hence the name). 185 Other examples of this strategy are 

adversarial debiasing186 and classification without disparate treatment. 187 Postprocessing strategies 

adjust the predicted probabilities of an algorithm in such a way that some fairness criterion is satisfied. 

188 For example, the equalized odds procedure ensures that a model’s true-positive and false-positive 

rates are equal across population subgroups (eg, defined by race or sex). 189  

Improve Interpretability or Explainability of Algorithm 

Explainable AI (often referred to as XAI) aims to expose how AI algorithms reach their decisions. 

190 Model mechanisms can be global (the overall logic of the model) or local (what features were 

important in determining a particular decision). 137 XAI methods fall into 2 groups: interpretability and 

explainability. Interpretability relies on developers choosing inherently interpretable AI algorithms, 

such as linear regression, decision trees, or k-nearest neighbors models. These are sometimes called 

glass-box approaches to contrast with unexplainable black-box approaches, such as neural networks, 

support vector machines, or random forests. 191 The trade-off is that these algorithms may be less 

accurate for some tasks192 and maintaining interpretability limits the number of available parameters 

and precludes use of ensemble models. 35 

In the second approach, explainability, there are no constraints on which algorithms can be used. 

Instead, a second model is built to interpret the initial black-box algorithm. This is done by training an 

interpretable model on the output of the black-box model. Global explainability is then derived from 

the aggregation of local explainability. 191 In its simplest form, this could be training a decision tree on 

the output labels from a neural net. There are also several software packages available for XAI. 

Shapely Additive exPlanations 193 generates feature importance that approximates the impact of 

excluding that variable from the model and can be linearly summed to interpret their contribution to a 

model prediction. 193 Local Interpretable Model-Agnostic Explanations fit local linear models by 

perturbing inputs to estimate feature importance for an instance. 194 Although these methods can be 

flexibly applied to any model, transitioning from local to global explanations can be difficult, and 

explainability approaches can be computationally intensive for large data sets. 195 

XAI methods fulfill several needs. First, they provide a mechanism to examine fairness because 

humans can review the decision-making process, instead of only the output. 196 Second, they can help 

identify if the model is making decisions on spurious correlations, potentially improving accuracy. 195 
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For instance, 1 large ML model found that asthma was a protective factor for pneumonia, contradicting 

medical understanding. On examination of the model with rule-based learning, it was found that 

asthma was only protective because it resulted in quicker admission to the intensive care unit. 192 

Finally, interpretable algorithms may increase adoption because decision-makers and users feel more 

comfortable using models they understand. 197 

XAI can be used together with other strategies to address equity concerns. One group of 

researchers examined racial disparities in knee pain and found that their algorithm could explain 

significantly more disparities than radiologists, potentially improving access to treatment for those who 

need it most. Their use of XAI methods enabled them to identify and visualize particular x-ray image 

features associated with knee pain that radiologists had not found an image-based explanation for on 

their own. 198 

Evaluate Disparities in Model Performance 

Several software tools are available to explore model fairness, such as AEquitas, Fairlearn, and 

FairLens. 101,199 Most automate the process of stratifying evaluations by specified variables, and some 

adopt aspects of explainable AI to show variable contributions to an individual prediction. 200 These 

tools lower the barriers to exploring bias and measuring algorithmic fairness. 195 

Reporting model performance across different groups can be a direct way to understand a model’s 

equity implications and the range of populations over which the model results can be trusted. The most 

common approach is stratified testing, in which model metrics are evaluated separately in each 

subgroup of interest. 182,201,202 These tests evaluate how well the model generalizes to different groups 

and highlight where bias is introduced. 35 Typically, researchers evaluate results across protected 

categories such as race or gender, sometimes in addition to other variables, to build a more complete 

picture of if and how bias enters the model. Some researchers evaluate outputs across other attributes 

such as procedure type, 64 whereas, others advocate for integrating socioeconomic variables into 

stratification to explore the interactions between poverty and group status. 6 

Raw accuracy percentages are not the useful metric to evaluate. Evaluators can also look at false-

positive and false-negative rates for each group, 55 and, if possible, at downstream impacts such as 

clinical benefit. 64 It is important to investigate the impact of the model on equity in practice to directly 

measure an application’s effect on patient outcomes. Model metrics are only intermediate proxies that 

can be confounded by unexpected behavior. For instance, an unbiased model may be applied unfairly 

by human operators or used to recommend a treatment course that is only effective for some groups. 60 

Evaluations that do not look at model performance in implementation will miss these aspects of 

fairness. 

Several approaches complement stratified testing to explore model fairness. Variables can be 

omitted to see how model predictions change in the absence of protected categories. 203 Evaluators can 

examine whether model outputs are statistically independent of the omitted variable to ensure that the 
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algorithm is not reconstructing the omitted variable from other available information. 40 An alternative 

approach is to swap variables to explore their impact: for instance, analyzing how someone would be 

treated differently if only their race changed. 204 Similarly, “matched case-control” data sets involve 

creating test data in which potentially biased variables have the same distribution across groups; if 

predictive power is decreased, then this implies a risk of bias. 64 Finally, explainable AI methods (see 

section titled Improve Interpretability or Explainability of Algorithm) may identify whether models are 

learning causal mechanisms or merely extrapolating from biased correlations. 205 

Evaluations can occur during AI development, deployment, and continuously over the life cycle of 

an AI application because the target population, data-generating process, and implementation practices 

adopted by users can shift over time. 40,69,123 The performance of AI models can degrade silently if 

inputs shift away from their training conditions. 102 The model itself may cause changes in the data if 

users strategically react to it or if model outputs impact model inputs (for instance, if the model is used 

to allocate resources). To address this, developers can use directed graphs to think about the causal 

structure of their model64 and put processes in place to mitigate the impact of feedback loops. 35 

Evaluations can be made more rigorous by complementing them with a clinical trial, 3 investigating 

algorithm impacts across multiple implementation sites, 91 or inviting independent third parties to 

conduct evaluations (potentially blinding developers to protected groups during this process). 206 In 

some cases, external evaluators may be able to evaluate disparities without having direct access to the 

internal workings of an algorithm, instead relying solely on examining model inputs and outputs that 

are available to the user. 10 There are multiple examples of this strategy being put into practice and 

resulting in changes to algorithms used in health care. 46,172,207 

Use Equity-Focused Checklists, Guidelines, and Similar Tools 

Checklists are a simple behavioral intervention that have been shown to improve safety outcomes 

in complex procedures, such as surgeries. 18 In health care, AI checklists can be designed for 

developers, external reviewers who are evaluating models, health care providers using an application, 

or patients who want a framework to understand algorithm output. 208 Checklists can either be general 

or specific to certain application types, such as a 5-point checklist suggested for assessing racial equity 

impacts of AI models used in care for patients with diabetes. 59 Among developers, widespread demand 

exists for equity and fairness checklists that incorporate easily into the development workflow. 49 

Some checklists are designed to prompt thinking about the wider role of AI in promoting equity. 

One 7-part framework is designed to incorporate equity considerations throughout the AI development 

life cycle, from problem conception through maintenance and monitoring. 110 Another is designed for 

institutions to evaluate their use of AI entirely, advising organizations to inventory all algorithms in 

use, screen for bias, improve or retire biased algorithms, and put processes in place to prevent future 

bias. 156 
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Deployment Practices 

Once algorithms are implemented, they can take on a life of their own by influencing data inputs, 

being applied in unexpected ways, or being taken into new contexts. Thorough model reporting efforts 

can help to ensure that models are used responsibly, with limitations in mind, in approved applications 

and in populations similar to training data. 

It is inevitable that some algorithms will cause harm. When this happens, especially when harms 

and benefits are inequitably distributed, it has been suggested that algorithm use should be reviewed 

and accountability mechanisms put in place. Health care stakeholders can play a role in monitoring 

who is able to use beneficial AI applications and take steps toward improving access. 

Increase Model Reporting and Transparency 
Many strategies to address equity issues require information about model structure, training data, 

and implementation. However, several reviews found that many model developers do not disclose 

basic information relevant to health equity, such as the demographic composition of the training data. 

90,209 Ensuring that models are only used in appropriate populations and evaluating their risk of bias is 

effectively impossible without basic data reporting. 35 

One commonly advocated solution to this problem is to establish reporting standards. 4,94,210 

MINIMAR (MINimum Information for Medical Al Reporting) defines the minimum set of information 

necessary to interpret model output and understand limitations. MINIMAR includes the study 

population and setting, demographic data (including protected characteristics), the model architecture, 

validation, and evaluation. 211 Several different preexisting standards, such as CONSORT 

(Consolidated Standards of Reporting Trials), SPIRIT (Standard Protocol Items: Recommendations 

and Intervention Trials), and TRIPOD (Transparent Reporting of a Multivariable Prediction Model for 

Individual Prognosis or Diagnosis) are extending their frameworks to specifically include reporting 

guidelines for AI models. 211 Other frameworks, such as PROGRESS (Place of residence, 

Race/ethnicity/culture/language, Occupation, Gender/sex, Religion, Education, Socioeconomic status, 

and Social capital), have been designed to organize reporting on population subgroups relevant to 

equity. 212 Some of these frameworks also encourage reporting of errors, which could include high 

error rates in certain groups. 68  

Model information need not be burdensome to report or complex to interpret. Data sheets and 

model cards have been proposed to aid in the dissemination and interpretation of model information. 

Data sheets characterize model training data and therefore indicate to which populations the model can 

generalize. Model cards are short, structured documents that report information on an AI algorithm for 

potential users. In addition to reporting basic model and data information, they can also record 

benchmarked evaluations across different population subgroups, a list of contexts in which model use 

is intended, and known limitations of model performance. 162  
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Seek or Provide Restitution for Those Negatively Affected by AI 
It is inevitable that as AI applications become more widespread, some will cause harm to users. 

Some authors have considered the possibility of allowing users to pursue restitution for any harms to 

which the use of AI models in health care contribute. 213-215 This strategy is proposed to serve 2 

purposes. First, it helps compensate users for any harms they suffered. Second, it creates an incentive 

structure that punishes AI developers or users who are responsible for harms, hopefully leading to 

more accurate and equitable AI development. 213 

Torts were the framework most advocated in the literature as a means for providing restitution, in 

which users would be able to sue developers if they were subject to foreseeable and avoidable harm. 

This framework may not easily transfer to AI because harms may not be foreseeable by developers, 

and physicians may not understand or control AI systems. 215 Potential remedies include making AI 

algorithms “persons,” with a similar status to physicians, distributing liability among all actors, or 

modifying the standard of care so that physicians who use these algorithms would have a duty to 

validate them. 215 Ultimately, some authors argued “companies need to bear responsibility for the AI 

products they create, even when those products evolve in ways not specifically desired or foreseeable 

by their manufacturers.” 213  

Avoid or Reduce Use of AI 

AI applications may be inappropriate in some settings or for some uses, although whether and 

when this might be the case was an area of disagreement in the literature. Before development takes 

place, risk assessments can be conducted to help determine if an AI application is warranted. If there 

are significant risks, developers may choose to refrain from designing or fielding an AI system. 123 

Similarly, keeping humans in the loop216 or discontinuing algorithm use can always be an option to 

respond to equity concerns. Avoiding or reducing use of AI may be necessary if an algorithm is found 

to exacerbate health disparities and attempts at improving it have been fruitless. 156 

Some have argued that the problems with ML applications are so severe that their use should be 

prohibited for critical decisions such as treatment allocation. As one author has argued: “We must not 

allow certain key decisions to be left solely to the predictive output of artificially intelligent 

algorithms… there must be a statutory prohibition on utilizing it for any type of predictive or 

substantive decision-making.” 217 Other researchers have speculated that the public is only just 

becoming aware of problems with AI decision-making and that they will increasingly advocate for 

diminished or at least cautious use of AI. 16,218 

Provide Resources to Those With Less Access to AI 

Several articles argued that resources must be devoted to addressing inequities in access to AI and 

digital health technologies. Often, these proposals took the form of ensuring that the infrastructure 

critical to accessing AI technologies, such as broadband internet, was available and affordable for 

disadvantaged groups. 40,118 Paying for local digital infrastructure, such as low-cost phone plans or free 
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wireless internet, might require subsidies from governments, multinational corporations, or 

international organizations. 118 In high-income countries, access might be enhanced by regulating that 

health insurers provide coverage for AI-based personal health technologies, such as smartwatches, if 

these technologies were found to have significant benefits. 219 

There are also gaps in digital health literacy, with lower levels among those who have little formal 

education and no employment. This may hinder individuals’ ability to fully use and benefit from AI-

powered health technologies. 220,221 Some authors have called for digital literacy education programs, 

so that socioeconomically disadvantaged individuals are better able to benefit from health AI 

applications. 40,222 

Another approach is to change the designs of AI products themselves to better suit low-resource 

contexts. Mobile apps might be designed so that they do not require internet access, for example. 118 

Similarly, AI apps could be developed for devices already available in low-income country contexts, 

with interfaces tailored to these users. 119  

Several authors highlighted the importance of supporting knowledge development and transfer. 

The use of open data, publicly available code, 113 and supporting collaboration between developers in 

higher and lower income countries can contribute to effective knowledge sharing. 119 Some programs 

designed to help develop and use local expertise are already running. The Global South AI4COVID 

Program is providing grants to 8 organizations in lower and medium-income countries to design AI 

algorithms that contribute to the local response to the COVID-19 pandemic. 223 

Use of AI to Address Preexisting Inequities 

AI applications can also be used to address long-standing problems of health inequity whose causes 

are rooted in societal issues that are independent of the use of AI in health care. These long-standing 

challenges include: 

• The unequal incidence of disease, risk factors, and other health disparities  

• Disparities in health-related beliefs and behaviors 

• Unequal access to health-related services 

• Biased human decision-making 

Even when imperfect, AI may provide opportunities to reduce preexisting inequities, whether 

through making less biased decisions than standard alternatives, exploring where disparities exist, 

identifying disadvantaged individuals, or enabling new functionality to address disparities. These 

strategies are discussed as follows. 
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Develop and Field AI That Is Less Biased Than Standard Decision-Making 

Much of the AI equity literature represents a reaction to naive views from early AI developers that 

algorithmic decision-making would eliminate discrimination. However, some researchers point out that 

although our understanding of the limitations of AI has evolved, we may at times be holding 

algorithms to unreasonably high standards, in which any discrimination is deemed unacceptable. 224 To 

reduce discrimination, AI systems do not have to be perfect; they just need to be better than current 

flawed systems, whether those are based on human decision-making or deterministic, non-AI 

algorithms. 60 Surveys show that many members of the public believe that AI decisions could be fairer 

than human decisions. 225,226 

AI algorithms have 3 potential advantages over other decision-making methods. First, with proper 

curation, they may be able to avoid some of the biases and preconceptions often present in human 

decision-making. 197 Second, algorithmic predictions may be more accurate than other methods 

because they can flexibly approximate complex functional forms. Increased accuracy is often 

beneficial for marginalized groups who are the least likely to be accurately assessed by other methods. 

227 Finally, it may be easier to tell if an algorithm is biased than if a human is biased. 95 People may not 

understand or be willing to share why they made certain decisions, and it can be difficult to construct 

controlled settings where only protected status varies. In contrast, algorithmic performance can be 

measured and replicated with synthetic data. 95 

Use AI to Examine Disparities 

AI can improve our understanding of disparities by analyzing large data sets to identify which 

factors are associated with disparities in health outcomes. For example, we found a great deal of 

research that applied ML algorithms to predict COVID-19 outcomes at the individual or community 

level using equity-related predictors such as the built environment, social determinants of health, and 

environmental pollution. 228-235 Some of these analyses found that socioeconomic and structural factors, 

such as education level, distance from the nearest hospital, and hospital funding model, were more 

predictive than biological factors such as comorbidities. 236 Other research focused on the secondary 

impacts of the pandemic, identifying which groups saw the greatest mental health impacts, 237 or 

examining the underlying reasons for vaccine hesitancy. 238 Although these studies are largely not 

causal, they are useful because they highlight factors that indicate higher need for COVID-19 care 

interventions and provide future research direction for causal studies.  

AI algorithms can also be used to generate new data sets or representations of equity-related data 

that would otherwise be difficult to analyze. For instance, papers that investigated the impact of the 

built environment on COVID-19 outcomes used computer vision techniques, either on Google Street 

View images239 or on satellite imagery, 58 to categorize the built environment. Similarly, natural 

language processing (NLP) techniques enabled the analysis of physician notes to identify differences 

in COVID-19 symptoms and prognosis by gender. 240 NLP was also used to help directly model 
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disparate treatment of health researchers: responses to grant applications for male and female 

applicants were analyzed to show that reviewer comments were biased along gender lines and could 

not be explained by subsequent productivity. 241 

Causal ML techniques, although less commonly applied, can estimate heterogeneous treatment 

effects, ie, the treatment effect for different subpopulations. This is particularly useful when resources 

are scarce because they can be assigned to the subpopulations that benefit most. Heterogeneous effect 

estimates can also be used to promote equity by identifying when interventions that are beneficial on 

average might widen disparities because they are most beneficial for privileged groups. 125 

Use AI to Identify People Facing Disparities 

Some groups can be hard to reach and may not receive all the services they are entitled to or they 

may have specific needs that are overlooked by standard processes. 4 AI algorithms can flexibly 

incorporate many features to aid with identification and service delivery for these individuals. During 

the COVID-19 pandemic, for example, the state of California used AI-based analysis to identify the 

zip codes of residents facing health disparities, which were then prioritized for vaccine allocation. 89,242 

Researchers have developed AI algorithms to help identify homeless people, 243 people with 

psychiatric or physical disabilities, 244 women at risk of domestic violence, 244 and children at risk of 

lead poisoning. 245  

In some cases, improvements over existing assessment tools were dramatic. An AI-based 

prediction tool for adverse birth risk in pregnant women outperformed the existing paper-based method 

by 36%. Many of the gains were preserved by translating the AI model calculations into a new paper-

based method. The new assessment still showed a 22% improvement, without the need for maintaining 

a complex AI system. 246 

Private companies are also using ML for the identification of disadvantaged individuals. For 

example, UnitedHealthcare, a large insurance company, is using AI algorithms on claims data to 

identify who may need support with necessities such as housing or food. 247 Whether algorithms such 

as these improve equity depends on whether positive impacts from service linkages outweigh any 

biases present in who is identified for preferential resource allocation. 

Use AI to Reduce Disparities 

AI may reduce disparities when it is applied directly to mitigate inequities in access to care, when it 

is disproportionately suited to marginalized populations or low-resource contexts, or when it reduces 

biases in existing decision-making. 

AI can also solve complex many-to-many mapping problems, some of which are useful in directly 

addressing equity by improving access to health services, such as translation applications or chatbots. 

One application, RadTranslate, was developed by researchers who wanted to improve diagnoses and 

patient experience among the disproportionately large group of COVID-19 patients with limited 
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English proficiency. Physicians created examination instruction scripts that were translated by AI text-

to-speech algorithms to provide standardized instructions in a patient’s language of choice. In a field 

trial, the intervention was found to reduce the variance in length of appointment time between English- 

and Spanish-speaking patients. 248 Similarly, AI can be trained as a bridging tool between different 

dialects, helping patients and physicians to understand each other more quickly. 38 In another example, 

an AI chatbot was developed to help patients with asthma who had recently lost their jobs to navigate 

the process of regaining insurance coverage. 249  

AI may provide a particularly large benefit in low-resource settings. 250 For instance, when few 

specialist staff are available, AI algorithms might be used to support diagnostic decision-making, 

lowering the burden on the health care system and reducing unnecessary hospital visits. Potential 

applications included arrhythmia detection, 251 cancer screening, 252 and monitoring of Parkinson 

disease. 253 Many applications of AI in low-resource settings are still theoretical, and it is questionable 

whether the infrastructure requirements for effective care are lower or merely different in these 

settings. Although AI diagnosis and monitoring algorithms may increase the efficiency of health care 

professionals and enhance their abilities, they require much effort and expertise to train, validate, 

operate on data from remote populations, troubleshoot problems, and educate users on their limitations. 

Summary 

We identified 15 strategies proposed in the literature to improve the impact of AI on health equity. 

These strategies are proposed to address 1 or more of the equity-related issues discussed in the 

previous chapter. We also identified 4 proposed strategies that use AI to proactively address 

preexisting health disparities. 

The next chapter provides additional detail on how the strategies discussed previously are linked to 

the issues presented in Chapter 3. 
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5. Linking Issues and Strategies 

In this chapter, we explore how issues and strategies are linked. Some strategies are much more 

prominent in the literature than others; the strategies most frequently linked to each issue are shown in 

Table 5.1. This table is provided as a useful starting point for stakeholders to identify appropriate 

strategies that might be used to address particular issues raised by the use of AI in health care. A full 

list of reviewed documents that propose use of a particular strategy to address a specific issue is 

provided in Appendix A. 

A small number of issues make up the majority of mentions in the literature: the top 4 issues 

constitute over half of all issue-strategy pairs. These issues tend to have several well-developed 

strategies, usually focused on improving the quality of data or evaluating bias in model decision-

making. In contrast, some issues are mentioned infrequently and do not have well-developed strategies. 

When only 1 strategy was linked to an issue in the literature we reviewed, the second column in Table 

4.1. is left blank. We include an issue frequency column as a rough measure of how often issues were 

addressed in the literature. 

Table 5.1. The Most Common Strategies Mentioned in the Literature for Each Health Equity Issue 

 Issue Frequency of issue mention in 

literature 

Most commonly linked 

strategy 

Second most 

commonly linked 

strategy 

B
ac

kg
ro

u
n

d
 c

o
n

te
xt

 

Biased or 

nonrepresentative 

developers 

13/195 = 7% Foster diversity Engage the broader 

community 

Diminished 

accountability 

2/195 = 1% Evaluate disparities in 

model performance 

Train developers and 

users 

Enabling 

discrimination 

3/195 = 2% Avoid or reduce use of AI Improve governance 
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 Issue Frequency of issue mention in 

literature 

Most commonly linked 

strategy 

Second most 

commonly linked 

strategy 

D
at

a 
ch

ar
ac

te
ri

st
ic

s 

Limited 

information on 

population 

characteristics 

14/195 = 7% Improve diversity, 

quality, or quantity of 

data 

Use equity-focused 

checklists, guidelines, 

and similar tools 

Unrepresentative 

data or small 

sample sizes 

46/195 = 24% Improve diversity, 

quality, or quantity of 

data 

Increase model 

reporting and 

transparency 

Bias ingrained in 

data 

36/195 = 19% Improve diversity, 

quality, or quantity of 

data 

Evaluate disparities in 

model performance 

Inclusion of 

sensitive variables 

9/195 = 5% Exclude sensitive 

variables to correct for 

bias 

Avoid or reduce use of 

AI 

Exclusion of 

sensitive variables 

10/195 = 5% Include sensitive 

variables to correct for 

bias 

Evaluate disparities in 

model performance 

Limited reporting 

of information on 

protected groups 

8/195 = 4% Increase model reporting 

and transparency 

Evaluate disparities in 

model performance 

M
o

d
el

 d
es

ig
n

 

Algorithms are not 

interpretable 

9/195 = 5% Improve interpretability 

or explainability of 

algorithm 

Avoid or reduce use of 

AI 

Optimizing 

algorithm accuracy 

and fairness may 

conflict 

13/195 = 7% Evaluate disparities in 

model performance 

Enforce fairness goals 

Ambiguity in and 

conflict among 

conceptions of 

equity 

2/195 = 1% Engage the broader 

community 

- 
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 Issue Frequency of issue mention in 

literature 

Most commonly linked 

strategy 

Second most 

commonly linked 

strategy 

D
ep

lo
ym

en
t 

p
ra

ct
ic

e
s 

Proprietary 

algorithms or data 

unavailable for 

evaluation 

9/195 = 5% Increase model reporting 

and transparency 

Evaluate disparities in 

model performance 

Overreliance on AI 

apps 

3/195 = 2% Avoid or reduce use of AI Evaluate disparities in 

model performance 

Underreliance on 

AI apps 

2/195 = 1% Engage the broader 

community 

Train developers and 

users 

Repurposing 

existing AI apps 

outside original 

scope 

6/195 = 3% Evaluate disparities in 

model performance 

Improve governance 

Application 

development or 

implementation is 

rushed 

1/195 = 1% Increase model reporting 

and transparency 

– 

Unequal access to 

AI 

8/195 = 4% Provide resources to 

those with less access to 

AI 

Improve diversity, 

quality, or quantity of 

data 

 

Figure 5.1 is a map of the 195 issue-strategy pairs we identified in the literature. Each paired issue 

and strategy mentioned in the literature is connected with a line. Bolder lines indicate strategies and 

issues that are more frequently linked. A comprehensive list of the documents that link a proposed 

strategy to a particular issue is provided in Appendix A. This figure highlights which strategies are 

most commonly proposed to address specific equity-related issues raised by the use of AI in health 

care. 
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Figure 5.1. Mapping the Connections Between AI Health Equity Issues and Strategies Proposed to 

Address Them 

 

Note: Issues are depicted on the left of the figure, whereas strategies are listed on the right; the thickness and opacity 

of each line connecting an issue to a strategy are proportional to how frequently they were mentioned together. 

Colors represent the associated development stage: Background context (purple), data characteristics (blue), model 

design (green), and deployment practices (red). 
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Summary 

In this chapter, we depict the connections between the issues described in Chapter 3 and the 

strategies described in Chapter 4. This provides several insights. First, although some issues have a 

single dominant strategy, most are linked to multiple solutions. Second, the strongest links tend to be 

within the same phase of the development life cycle. Third, no dominant strategy is a panacea to all 

equity issues. Fourth, much of the literature focuses on data issues and solutions, perhaps because these 

are seen as tractable problems. 

The following chapter discusses the implications of these findings for health care stakeholders 

seeking to improve the impact of AI on health equity, as well as opportunities for future research. 
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6. Discussion 

By analyzing the literature on AI and health disparities, we have identified 18 broad issues and 15 

strategies that can be used to address them. This builds on frameworks from the existing literature, 

identifying specific strategies and issues associated with 4 stages of AI development and 

implementation. In addition, we draw 3 new insights from mapping the relationships between issues 

and strategies. 

The Literature Focuses on a Small Set of Issues 

A small set of issues dominate the literature. Much of the discourse around health AI equity 

focuses on data characteristics: almost two-thirds of all issue-strategy pairs we identified in the 

literature are related to data. These issues are complex and widely researched, and several strategies 

have been proposed to address them. Some strategies directly address data quality, whereas others take 

data limitations as a given and try to produce fair algorithm results despite poor data quality. Which 

approaches are most fruitful will depend on the feasibility of improving data collection. 

Much of the literature on model design focuses on the trade-off between accuracy and fairness. 

100,254-257 This multifaceted issue includes selecting from competing definitions of fairness and 

understanding the extent of any trade-offs between model accuracy and fairness. The most frequently 

advocated approach requires measuring disparities in model performance and revising the model if 

large disparities are detected. Developers can also potentially build models to optimize fairness, 55 

although because definitions of fairness may conflict, developers and evaluators may need to test the 

impact of different constraints across a broad range of metrics, such as accuracy, false-positive rate, 

and false-negative rate for different population subgroups. 60 

Some issues were rarely discussed and have a limited number of associated strategies. Several 

issues reflect concerns about how AI is deployed, especially when AI applications are used outside 

their original scope, or when they are rushed through development and implemented without sufficient 

evaluation. 

Even if an issue is not frequently discussed in the literature, it may still be important. An issue 

could be infrequently cited because of limited evidence of equity impact or because corresponding 

strategies are underdeveloped. Less discussed issues such as the repurposing of AI applications outside 

their original scope, the impact of insufficiently detailed population characteristics, or diminished 

accountability are all rich topics that would benefit from future research. 
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Strategies Are Multipurpose 

Although some strategies, such as improving interpretability, are tailored to specific issues, most 

strategies are multipurpose in that they have been proposed to address several different equity-related 

issues raised by the use of AI in health. The top 4 most frequently mentioned strategies, which account 

for more than half of the issue-strategy pairs we found in the literature, are collectively linked to all 18 

issues. Each of these strategies is linked to critical aspects of application development. These 4 

strategies were: 

• Evaluate disparities in model performance 

• Improve diversity, quality, or quantity of data 

• Engage the broader community 

• Improve governance 

 

Evaluating disparities in model performance is often necessary for quantifying bias across 

subgroups. Similarly, improving data is important across a broad range of issues because the decision-

making logic of AI models flows directly from the training data. Community engagement and 

improved governance can increase the consideration of equity issues throughout the development 

pipeline. Community stakeholders may be involved at all stages of AI development, including deciding 

whether an application should be built, setting goals for the model, defining fairness, 101 and guarding 

against unintended consequences after deployment. 3,38,128,130 Improving governance is usually 

advocated in the form of guiding principles for AI use145,258 or “soft governance” such as industry-

organized protocols. 18,151 Regulation is less frequently advocated, although it is unclear whether this is 

because researchers believe it would be ineffective or because they prefer to focus on technical, rather 

than policy, solutions. 

Stakeholders Can Focus on a Small Set of Strategies 

Sometimes it is only practical to focus on a small set of strategies. For instance, in their 

“Algorithmic Bias Playbook,” Obermeyer et al suggest that organizations identify biased algorithms 

and then retrain them on less biased outcome data, improve the representativeness of their data set, or 

consider discontinuing use. 156 

The 4 most advocated strategies (Improve Diversity, Quality, or Quantity of Data; Evaluate 

Disparities in Model Performance; Engage the Broader Community; Improve Governance) are 

collectively linked to all 18 issues. This suggests that these strategies could be considered as a useful 

starting point to address the impact of an AI product on health equity. However, we do not recommend 

that stakeholders should focus exclusively on this set. Most issues are complex and are likely best 

addressed through multiple complementary strategies. In addition, all 18 issues may not always be 

present. Issues related to biased data or the trade-off between accuracy and fairness are likely to be 



 

STRATEGIES TO IMPROVE THE IMPACT OF AI ON HEALTH EQUITY 57 

ubiquitous, but issues related to algorithm interpretability or handling of sensitive variables may not be 

present. 

Once the relevant issues have been identified, stakeholders may find it helpful to refer to Table 5.1 

and Figure 5.1 to select a set of strategies proposed to address those issues in the literature. The most 

common strategies cited previously are a good starting point because of their broad coverage of issues. 

However, not all these strategies may be feasible, and others may need to be complemented by 

additional strategies to fully cover specific issues. 

Study Limitations 

A primary limitation of this analysis is that we do not rate the quality of issues, strategies, or the 

documents in which we identified issue-strategy pairs. Some sources go into detail about health equity 

issues and strategies; others only make general recommendations or may represent outmoded views. 

The goal of this analysis was to identify which issues and strategies are highlighted in the literature. 

Future work could instead focus on identifying the best or most developed strategies. 

In addition, some issues and strategies conflict. For example, both inclusion and exclusion of 

sensitive variables are discussed as having either a positive or negative influence on the impact of 

health AI on equity, depending on context and perspective. As a result, we include these as both issues 

and strategies in our study, reflecting the unsettled and context-dependent nature of debate on this topic 

within the literature. 

The issues and strategies we identified are not entirely distinct: some are intermediaries that lead to 

other issues or strategies. For instance, repurposing an application is not inherently inequitable but may 

increase the chance that the training data are unrepresentative of the target population. Similarly, 

uninterpretable algorithms do not create biased outcomes but can make them more difficult to detect. 

The same applies to strategies. For example, using equity checklists does not directly solve problems 

but makes it more likely that developers identify equity issues and appropriate strategies. We included 

these intermediary issues and strategies because they provide a richer description of intervention points 

for promoting health equity. 

There are other prominent concerns about AI and equity that this paper does not cover. This 

includes the potential for AI applications to displace human workers in ways that could increase 

economic disparities and the potential that AI applications could reinforce harmful stereotypes, such as 

via the use of female personas in AI voice assistants that perform clerical or menial tasks. 122 Although 

these concerns are raised in the context of economic or social disparities, we found no discussion of 

their impact on health equity specifically, and thus we did not include them in our study. In addition, 

many of the issues and strategies we identified apply to non-AI data analytics used in health care, 

except for some considerations that are specific to AI model design. 
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Potential Future Areas of Research 

No single solution exists for the health equity issues introduced or exacerbated by AI. However, 

there are multiple avenues of research, regulation, and practice that together could push AI algorithms 

toward promoting, rather than degrading, health equity.  

• Governance structures for guiding and regulating the use of AI in health care are in flux. 

Additional research might examine how guidelines, regulation, and enforcement can 

incentivize AI development that improves health equity and promotes intervention when 

algorithms deliver undesirable outcomes. 

• Implementations for some strategies are underdeveloped. Statistical approaches, such as 

enforcing fairness constraints, often have full implementation and even supporting software 

packages. In contrast, softer strategies, such as engaging the broader community or training 

developers, are frequently advocated without further detail on how these approaches might 

be implemented. 

• In this report, we identified which strategies were most frequently advocated, not which 

strategies are best. Further work could identify best practices for each strategy, identify 

which strategies are most effective, and resolve conflicts between conflicting strategies, 

such as whether to include or exclude sensitive variables. Ideally, this would be a living 

document, updated as new techniques are developed and maintained by a credibly neutral 

consortium that includes a broad range of stakeholders. 

• More research could help illuminate when certain strategies are most appropriate. Some 

strategies can only be implemented by certain stakeholders (often developers), and others 

require specific resources, such as the ability to collect additional data. Stakeholders, 

particularly nontechnical groups, could benefit from concise guides on how to support 

efforts to improve the impact of AI on health equity. 

• Whether it is best to include or exclude sensitive variables when developing and evaluating 

AI models is an active subject of debate. Further research could better illuminate how and 

when using these variables are most likely to help improve health equity, and when their 

use might have negative impacts on health equity and thus should be avoided. 

Some strategies may always be appropriately and feasibly applied to certain types of AI models. 

For instance, all categorization and regression algorithms on demographic data could benefit from 

rigorous evaluation of outcomes across population subgroups. Research into which other strategies are 

most feasible and effective could support future efforts to address equity-related issues raised by the 

use of AI in health care. 
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Conclusion 

Our work contributes to a growing body of AI health equity literature. We add to this literature by 

identifying a more granular set of strategies and issues than prior work, creating a many-to-many 

mapping between strategies and issues, and by reviewing the literature to identify how often each 

strategy is linked to each issue. This analysis is useful for a wide array of stakeholders, including AI 

developers, users, policy makers, and researchers. 

Although no strategy can fully address the equity concerns posed by the use of AI in health care, 

small sets of strategies can often mitigate many of the most pressing issues. We should also recognize 

that existing nonalgorithmic decision-making is imperfect. By thoughtfully adopting complementary 

sets of strategies that cover a broad range of equity issues, AI models may offer improvements in 

equity over the status quo. 
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Appendix A. Documents Proposing Strategies to 

Address Equity-Related Issues Raised by the Use of AI 

in Health Care 

This appendix lists the issue-strategy pairs we found in the literature that we used as the basis for 

our analysis. Table A.1 provides a list of each document we reviewed that proposes a strategy to 

address a particular equity-related issue raised by the use of AI in health care. 

Table A.1. Documents and the Strategies They Propose to Address Equity-Related Issues Raised by 

the Use of AI in Health Care 

Document Issue Proposed strategy 

Chin et al 2020122 Biased or nonrepresentative developers Foster diversity 

Leslie et al 20216 Biased or nonrepresentative developers Foster diversity 

Vourganas et al 202050 Biased or nonrepresentative developers Foster diversity 

Holstein et al 201949 Biased or nonrepresentative developers Foster diversity 

O’Brien et al 202240 Biased or nonrepresentative developers Foster diversity 

The Alan Turing Institute 202139 Biased or nonrepresentative developers Foster diversity 

Zdawxzyk and Vallee 202137 Biased or nonrepresentative developers Foster diversity 

Chin et al 2020122 Biased or nonrepresentative developers Train developers and users 

Ledford 201946 Biased or nonrepresentative developers Train developers and users 

Leslie et al 20216 Biased or nonrepresentative developers Engage the broader community 

Rajkomar et al 20183 Biased or nonrepresentative developers Engage the broader community 

Zimmer et al 202138 Biased or nonrepresentative developers Engage the broader community 

Holstein et al 201949 Biased or nonrepresentative developers Increase model reporting and 

transparency 

Kiener 202053 Diminished accountability Train developers and users 

Osoba et al 201918 Diminished accountability Evaluate disparities in model 

performance 

Rose et al 2017259 Enabling discrimination Improve governance 

BBC News 2020260 Enabling discrimination Avoid or reduce use of AI 

Johnson 2022261  Enabling discrimination Avoid or reduce use of AI 

Ross 202157 Limited or poor info on population 

characteristics 

Improve governance 

Morey et al 2022262 Limited or poor info on population 

characteristics 

Include sensitive variables to 

correct for bias 
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Document Issue Proposed strategy 

O'Neill et al 2014212 Limited or poor info on population 

characteristics 

Increase model reporting and 

transparency 

Ross 202157 Limited or poor info on population 

characteristics 

Increase model reporting and 

transparency 

Deonarine et al 202158 Limited or poor Info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

Kundu et al 2021163 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of Data 

Mhasawade et al 202119 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

Obermeyer et al 2021156 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

Stevens et al 201163 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

The Alan Turing Institute 202139 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

UnitedHealth Group 2019165 Limited or poor info on population 

characteristics 

Improve diversity, quality, or 

quantity of data 

Mitchell 2019162 Limited or poor info on population 

characteristics 

Use equity-focused checklists, 

guidelines, and similar tools 

O’Neill et al 2014212 Limited or poor info on population 

characteristics 

Use equity-focused checklists, 

guidelines, and similar tools 

Pham et al 202159 Limited or poor info on population 

characteristics 

Use equity-focused checklists, 

guidelines, and similar tools 

Kiener 202053 Unrepresentative data or small sample 

sizes 

Train developers and users 

Morley et al 2020128 Unrepresentative data or small sample 

sizes 

Engage the broader community 

Reddy et al 2020137 Unrepresentative data or small sample 

sizes 

Engage the broader community 

US Food and Drug Administration et al 

2021150 

Unrepresentative data or small sample 

sizes 

Improve governance 

Peiffer-Smadja et al 202066 Unrepresentative data or small sample 

sizes 

Include sensitive variables to 

correct for bias 

Vokinger et al 202135 Unrepresentative data or small sample 

sizes 

Enforce fairness goals 

Peiffer-Smadja et al 202066 Unrepresentative data or small sample 

sizes 

Evaluate disparities in model 

performance 

Rodolfa 2020102  Unrepresentative data or small sample 

sizes 

Evaluate disparities in model 

performance 
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Document Issue Proposed strategy 

Grote and Berens 2020263 Unrepresentative data or small sample 

sizes 

Evaluate disparities in model 

performance 

Park et al 2019210 Unrepresentative data or small sample 

sizes 

Increase model reporting and 

transparency 

Hernandez-Boussard et al 2020211 Unrepresentative data or small sample 

sizes 

Increase model reporting and 

transparency 

Vokinger et al 202135 Unrepresentative data or small sample 

sizes 

Increase model reporting and 

transparency 

Wynants et al 202068 Unrepresentative data or small sample 

sizes 

Increase model reporting and 

transparency 

Grote and Berens 2020263 Unrepresentative data or small sample 

sizes 

Avoid or reduce use of AI 

Arora 2020155 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of Data 

Chouldechova 201865 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Röösli and Hernandez-Boussard 20214 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Google undated67 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Liu et al 201971 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Asiimwe et al 202162 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Vourganas et al 202050 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

IEEE 2019119 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Sipior 2020109 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Gallifant 202190 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Ferryman and Pitcan 2018120 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Seastedt et al 2021264 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Wilkinson et al 2021265 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Gianfrancesco et al 201875 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 
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Document Issue Proposed strategy 

Mitchell 2019162 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Peiffer-Smadja et al 202066 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Obermeyer et al 2021156 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

O'Brien et al 202240 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Paul and Anthony 201855 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Rajkomar et al 20183 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Rodolfa et al 201960 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Khan et al 2021158 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Kings College London 2020157 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

The All of Us Research Program 

Investigators 2019160 

Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Harwich and Laycock 201873 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Vokinger et al 202135 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Wynants et al 202068 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Simonite 2022266 Unrepresentative data or small sample 

sizes 

Improve diversity, quality, or 

quantity of data 

Bozkurt et al 2020267 Unrepresentative data or small sample 

sizes 

Use equity-focused checklists, 

guidelines, and similar tools 

Leslie et al 20216 Unrepresentative data or small sample 

sizes 

Use equity-focused checklists, 

guidelines, and similar tools 

Obermeyer et al 2021156 Unrepresentative data or small sample 

sizes 

Use equity-focused checklists, 

guidelines, and similar tools 

Osoba et al 201918 Unrepresentative data or small sample 

sizes 

Use equity-focused checklists, 

guidelines, and similar tools 

Kiener, 202053 Bias ingrained in data Train developers and users 

Kelly et al 2019202 Bias ingrained in data Engage the broader community 
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Document Issue Proposed strategy 

O’Neil 201672 Bias ingrained in data Exclude sensitive variables to 

correct for bias 

Vyas 202061 Bias ingrained in data Exclude sensitive variables to 

correct for bias 

Chouldechova 201865 Bias ingrained in data Enforce fairness goals 

Chen et al 202136 Bias ingrained in data Enforce fairness goals 

O'Brien et al 202240 Bias ingrained in data Enforce fairness goals 

Rodolfa et al 201960 Bias ingrained in data Enforce fairness goals 

Adebayo 2016205 Bias ingrained in data Improve interpretability or 

explainability of algorithm 

American Association for the 

Advancement of Science 2021207 

Bias ingrained in data Evaluate disparities in model 

performance 

Valle-Cruz et al 2019126 Bias ingrained in data Evaluate disparities in model 

performance 

Obermeyer et al 2021156 Bias ingrained in data Evaluate disparities in model 

performance 

Osoba et al 201918 Bias ingrained in data Evaluate disparities in model 

performance 

Parikh et al 2019203 Bias ingrained in data Evaluate disparities in model 

performance 

Rodolfa 2020102  Bias ingrained in data Evaluate disparities in model 

performance 

Park et al 2019210 Bias ingrained in data Evaluate disparities in model 

performance 

Kasturi et al 2021201 Bias ingrained in data Evaluate disparities in model 

performance 

Vokinger et al 202135 Bias ingrained in data Evaluate disparities in model 

performance 

Obermeyer et al 201910 Bias ingrained in data Evaluate disparities in model 

performance 

Cruz et al 2021209 Bias ingrained in data Increase model reporting and 

transparency 

Ledford 201946 Bias ingrained in data Increase model reporting and 

transparency 

Hernandez-Boussard et al 2020211 Bias ingrained in data Increase model reporting and 

transparency 

Engler 2020105  Bias ingrained in data Avoid or reduce use of AI 

American Association for the 

Advancement of Science 2021207 

Bias ingrained in data Improve diversity, quality, or 

quantity of data 
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Document Issue Proposed strategy 

Chen et al 202136 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Google undated67 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Holstein et al 201949 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Gianfrancesco et al 201875 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Obermeyer et al 2021156 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

O’Brien et al 202240 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Parikh et al 2019203 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Rajkomar et al 20183 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Rodolfa et al 201960 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

The Alan Turing Institute 202139 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Goreke et al 2021268 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Naude and Vinuesa 2021115 Bias ingrained in data Improve diversity, quality, or 

quantity of data 

Obermeyer et al 2021156 Bias ingrained in data Use equity-focused checklists, 

guidelines, and similar tools 

Delgado et al 2022172 Inclusion of sensitive variables Engage the broader community 

New York City Health and Hospitals 

2021269 

Inclusion of sensitive variables Improve governance 

Vyas 202061 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 

Benito-León 202183 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 

O’Brien et al 202240 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 

Palmer 202196 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 

Zarsky 2016270 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 
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Document Issue Proposed strategy 

Delgado et al 2022172 Inclusion of sensitive variables Exclude sensitive variables to 

correct for bias 

NEPHJC 201984 Inclusion of sensitive variables Avoid or reduce use of AI 

Osoba et al 201918 Exclusion of sensitive variables Improve governance 

Schmidt 202088 Exclusion of sensitive variables Improve governance 

Leslie et al 20216 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

Veale and Binns 2017206 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

Obermeyer et al 2021156 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

O’Brien et al 202240 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

Osoba et al 201918 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

Schmidt 202088 Exclusion of sensitive variables Include sensitive variables to 

correct for bias 

Osoba et al 201918 Exclusion of sensitive variables Evaluate disparities in model 

performance 

Rodolfa et al 201960 Exclusion of sensitive variables Evaluate disparities in model 

performance 

Mitchell 2019162 Limited reporting of information on 

protected groups 

Engage the broader community 

Wu et al 202191 Limited reporting of information on 

protected groups 

Improve governance 

Gallifant 202190 Limited reporting of information on 

protected groups 

Evaluate disparities in model 

performance 

Wu et al 202191 Limited reporting of information on 

protected groups 

Evaluate disparities in model 

performance 

Mörch et al 2021113 Limited reporting of information on 

protected groups 

Increase model reporting and 

transparency 

Gallifant 202190 Limited reporting of information on 

protected groups 

Increase model reporting and 

transparency 

Mitchell 2019162 Limited reporting of information on 

protected groups 

Increase model reporting and 

transparency 

Wu et al 202191 Limited reporting of information on 

protected groups 

Increase model reporting and 

transparency 

Kiener 202053 Algorithms are not interpretable Train developers and users 
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Document Issue Proposed strategy 

Antoniadi et al 2021191 Algorithms are not interpretable Improve interpretability or 

explainability of algorithm 

Arrieta et al 2020271 Algorithms are not interpretable Improve interpretability or 

explainability of algorithm 

Osoba et al 201918 Algorithms are not interpretable Improve interpretability or 

explainability of algorithm 

Reddy et al 2020137 Algorithms are not interpretable Improve interpretability or 

explainability of algorithm 

Vokinger et al 202135 Algorithms are not interpretable Improve interpretability or 

explainability of algorithm 

Mullainathan 201995 Algorithms are not interpretable Evaluate disparities in model 

performance 

O’Neil 201672 Algorithms are not interpretable Avoid or reduce use of AI 

Vokinger et al 202135 Algorithms are not interpretable Avoid or reduce use of AI 

Miller 2020216 Optimizing algorithm accuracy and 

fairness may conflict 

Engage the broader community 

O’Neil 201672 Optimizing algorithm accuracy and 

fairness may conflict 

Exclude sensitive variables to 

correct for bias 

McCradden et al 2020127 Optimizing algorithm accuracy and 

fairness may conflict 

Enforce fairness goals 

Rodolfa 2021100 Optimizing algorithm accuracy and 

fairness may conflict 

Enforce fairness goals 

Taylor et al 2018124 Optimizing algorithm accuracy and 

fairness may conflict 

Enforce fairness goals 

Chouldechova 201865 Optimizing algorithm accuracy and 

fairness may conflict 

Evaluate disparities in model 

performance 

McCradden et al 2020127 Optimizing algorithm accuracy and 

fairness may conflict 

Evaluate disparities in model 

performance 

Miller 2020216 Optimizing algorithm accuracy and 

fairness may conflict 

Evaluate disparities in model 

performance 

Osoba et al 201918 Optimizing algorithm accuracy and 

fairness may conflict 

Evaluate disparities in model 

performance 

McCradden et al 2020127 Optimizing algorithm accuracy and 

fairness may conflict 

Increase model reporting and 

transparency 

Osoba et al 201918 Optimizing algorithm accuracy and 

fairness may conflict 

Increase model reporting and 

transparency 

Miller 2020216 Optimizing algorithm accuracy and 

fairness may conflict 

Avoid or reduce use of AI 
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Document Issue Proposed strategy 

Holstein et al 201949 Optimizing algorithm accuracy and 

fairness may conflict 

Use equity-focused checklists, 

guidelines, and similar tools 

Horvitz et al 2020101 Ambiguity in and conflict among 

conceptions of equity 

Engage the broader community 

Osoba et al 201918 Ambiguity in and conflict among 

conceptions of equity 

Engage the broader community 

Bozkurt et al 2020267 Proprietary algorithms or data 

unavailable for evaluation 

Improve governance 

Osoba et al 201918 Proprietary algorithms or data 

unavailable for evaluation 

Improve governance 

Osoba et al 201918 Proprietary algorithms or data 

unavailable for evaluation 

Evaluate disparities in model 

performance 

Obermeyer et al 201910 Proprietary algorithms or data 

unavailable for evaluation 

Evaluate disparities in model 

performance 

Bowen et al 2022272 Proprietary algorithms or data 

unavailable for evaluation 

Increase model reporting and 

transparency 

Mitchell 2019162 Proprietary algorithms or data 

unavailable for evaluation 

Increase model reporting and 

transparency 

Harwich and Laycock 201873 Proprietary algorithms or data 

unavailable for evaluation 

Increase model reporting and 

transparency 

O’Neil 201672 Proprietary algorithms or data 

unavailable for evaluation 

Avoid or reduce use of AI 

Simonite 2022266 Proprietary algorithms or data 

unavailable for evaluation 

Improve diversity, quality, or 

quantity of data 

Kiener 202053 Overreliance on AI apps Train developers and users 

Gianfrancesco et al 201875 Overreliance on AI apps Evaluate disparities in model 

performance 

Engler 2020105 Overreliance on AI apps Avoid or reduce use of AI 

Murphy et al 202148 Underreliance on AI apps Train developers and users 

Murphy et al 202148 Underreliance on AI apps Engage the broader community 

Ferryman and Pitcan 2018120 Repurposing existing AI apps outside 

original scope 

Improve governance 

Osoba et al 201918 Repurposing existing AI apps outside 

original scope 

Improve governance 

Leslie et al 20216 Repurposing existing AI apps outside 

original scope 

Evaluate disparities in model 

performance 

Rodolfa et al 201960 Repurposing existing AI apps outside 

original scope 

Evaluate disparities in model 

performance 
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Document Issue Proposed strategy 

Mitchell 2019162 Repurposing existing AI apps outside 

original scope 

Increase model reporting and 

transparency 

Osoba et al 201918 Repurposing existing AI apps outside 

original scope 

Seek or provide restitution for 

those negatively affected by AI 

Röösli and Hernandez-Boussard 20214 Application development or 

implementation is rushed 

Increase model reporting and 

transparency 

Zimmer et al 202138 Unequal access to AI Train developers and users 

Aggarwal et al 2020219 Unequal access to AI Provide resources to those with 

less access to AI 

Mörch et al 2021113 Unequal access to AI Provide resources to those with 

less access to AI 

IEEE 2019119 Unequal access to AI Provide resources to those with 

less access to AI 

O’Brien et al 202240 Unequal access to AI Provide resources to those with 

less access to AI 

Smythe et al 2021222 Unequal access to AI Provide resources to those with 

less access to AI 

Whitelaw et al 2020118 Unequal access to AI Provide resources to those with 

less access to AI 

Aggarwal et al 2020219 Unequal access to AI Improve diversity, quality, or 

quantity of data 
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Appendix B. Stakeholder Interview Guide 

This appendix presents the interview guide used in conducting stakeholder interviews. Stakeholder 

interviews were conducted as part of a broader project examining topics related to both the use of AI in 

the COVID-19 response, as well as strategies to address the impact of AI on health equity. As a result, 

this interview guide is also included as a supplemental file in a separate journal article27 and as an 

appendix in a separate report on the use of AI in the COVID-19 response. 28 

This interview guide was sent as an email attachment to stakeholder interviewees before the 

interview. Interviewers also used this document while they were conducting interviews as a guide to 

receiving informed consent and asking questions. It includes a study description, an informed consent 

protocol, and a list of potential interview questions. 

The remainder of this appendix provides the full text of the interview guide sent to stakeholder 

representatives before their participation in an interview. References to you in this guide refer to the 

intended audience: a stakeholder representative participating in an upcoming interview. 

Study Description 

The study description, informed consent protocol, and interview guide will be covered during the 

interview itself and will also be sent to potential interviewees in advance of any scheduled interview. 

Interviewers will read the following study description and informed consent protocol before beginning 

the interview. 

This project is funded by the Patient Centered Outcomes Research Institute (PCORI) and is being 

conducted by the RAND Corporation. The goal of our study is to better understand the use of artificial 

intelligence (AI) in the clinical and public health response to COVID-19, including its potential impacts 

on health equity. We are interested in understanding the types of AI applications being used in the 

COVID-19 response, the functions that these applications perform, and the contexts in which they are 

used. We are also interested in assessing the evidence surrounding these applications’ use, in terms of 

both their benefits and drawbacks, particularly regarding intergroup health disparities and equity 

concerns. We will seek to identify strategies to mitigate negative impacts and to enhance positive impacts 

of AI on health equity. 

To do this, we will be producing a literature and evidence review on these subjects. We are also 

conducting key informant interviews to ensure that we consider a range of perspectives and priorities as 

we determine the review scope and guiding questions. We expect the final product of our study to be a 

published report available on PCORI’s website. 
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Informed Consent Protocol 

We are conducting interviews with a wide range of people, including patients and patient 

advocates, clinicians, hospitals and health systems, health care payers and insurers, health policy 

makers, public health officials, industry representatives, and researchers. We would like to interview 

you for this study. You have been selected because of your perspective, interest, and experience with 

issues relevant to this research. 

Risks: We do not expect that you would face any risks related to your participation in this 

interview. 

Confidentiality: We will keep your responses during this interview confidential. We will not be 

recording this interview, although we will be taking written notes. These notes will be accessible only 

to the study team. We will not include your name in our interview notes, and we will store all 

interview notes securely and separately from the list of interviewee names and identifying information. 

We will report themes and variation in responses evident across all our interviews. We may refer to 

information or opinions you express in the interview in our report, but we will attribute these 

generically to a “key informant interviewee,” and will not attribute comments to anyone by name, 

position, or affiliation or in any way that could be used to identify you. 

Duration: Your participation in this interview will last about 1 hour. 

Participation and withdrawal: Participation in this interview is entirely voluntary. Deciding not 

to participate will have no negative consequences. If you decide to participate, you are free to end the 

interview at any point or decline to answer any question for any reason. 

Questions for interviewer: Do you have any questions about this study or about participation in 

this interview that you would like answered now? 

Informed consent: Do you consent to participate in this interview? 

Interview Guide 

A list of interview questions follows. 

Although we plan to use these prompts and questions to guide our interview discussions, we will 

not be using these as a verbatim script for interviews. Rather, we will tailor our exact interview 

approach to each individual interviewee while considering the varying perspectives and backgrounds 

that different individuals bring to this topic. Some questions may not apply to all interviewees, in 

which case we will move on to another question or topic. 

Throughout the interview, we will encourage interviewees to expand upon their answers or to raise 

additional topics they feel are important for discussion. 
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A. Background 

Tell us a little about your background on this topic. 

A1. In what ways, if any, have you been involved in or affected by the use of AI in the clinical care 

or public health response to COVID-19? 

A2. What experiences or other factors inform your perspective on the use of AI in health care and its 

potential impact on health equity? 

B. Key Questions 

Our study is focused on the use of AI in the clinical and public health response to COVID-19, 

including its potential impacts on health equity. This includes AI-based clinical products and tools that 

are used to diagnose COVID-19, evaluate patient prognosis, and assess treatment benefits and harms. 

This also includes AI-based applications that are used in support of public health efforts such as 

COVID-19 forecasting, contact tracing, resource distribution, vaccine prioritization, and combating 

health misinformation. 

We are in the process of refining the study questions that will be used to guide our literature 

review. Our current list includes several key questions. We are interested in your answers to these 

questions and your thoughts on whether these are the right questions to ask in our study. 

We will first ask you to answer each of these questions directly. We know these questions cover a 

broad range of issues, and we will not have time to address them in complete detail. So please just 

answer with whatever first comes to mind. 

B1. Are you familiar with any AI-based applications that have been used in clinical care for 

COVID-19? Any that may be used in the near future? (If yes to either question, please describe them.) 

B2. Are you familiar with any AI-based applications that have been used in the public health 

response to COVID-19? Any that may be used in the near future? (If yes to either question, please 

describe them.) 

B3. Are you aware of any evidence available on the potential benefits and drawbacks of these 

applications? (If yes, please elaborate.) 

B4. Are you aware of or concerned about potential negative impacts of the use of AI on health 

equity? Are you aware of any potential positive impacts of AI on health equity? 

B5. Are you aware of any strategies that seek to mitigate negative impacts or enhance positive 

impacts of AI on health equity? 

C. Research Priorities 

We appreciate your answers to those questions because this is important information for our study. 

We would like to continue to talk about these topics but to take a step back to think about them a bit 
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differently. We would like to get your opinion on which aspects of these topics you think we should 

focus our research. 

As mentioned earlier, PCORI has asked us to produce a literature review on the use of AI in the 

COVID-19 response and its impact on health equity. 

This literature review has 2 goals. First, it is intended to help PCORI and others involved in health 

care, such as you, to understand the current state of the field. Second, this report should identify 

strategies that can mitigate negative impacts and enhance positive impacts of AI on health equity. 

We are just starting this project, so we are interested in getting your perspective as we determine 

our study scope and key research questions to help us address these goals. 

C1. What questions about AI in the COVID-19 response, and the evidence surrounding its use, 

should we seek to answer in our literature review? 

C2. Should we make sure to include specific types of AI applications in our review? 

C3. What types of potential benefits, harms, and other impacts should we make sure to examine in 

our review? 

C4. What questions about how the use of AI in health care affects health equity should we seek to 

answer in our literature review? 

C5. What types of health equity impacts should we make sure to examine? Should we make sure to 

look at impacts on particular groups? 

C6. Do you think it would be especially relevant and useful for our study to examine any particular 

types of documents or data sources? 
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Appendix C. Literature Searches and Screening 

Literature searches and screening were conducted as part of a broader project that examined topics 

related to both the use of AI in the COVID-19 response and strategies to address the impact of AI on 

health equity. As a result, the material in this appendix is also included as a supplemental file in a 

separate journal article27 and as an appendix in a separate report on the use of AI in the COVID-19 

response. 28 

This appendix begins with a literature flow diagram (Figure C.1) following the guidelines in the 

Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews 

(PRISMA-Scr). 273 We do not provide separate counts of documents on public health or on clinical AI 

applications because most documents did not differentiate between these categories. 
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Figure C.1. PRISMA Literature Flow Diagram 

 

Abbreviations: AI, artificial intelligence; FDA, US Food and Drug Administration; IEEE, Institute of Electrical and 

Electronics Engineers; PRISMA, Preferred Reporting Items for Systematic Reviews and Meta-Analyses. 

The remainder of this appendix contains details on the literature searches and document screening 

methods used in this study. 

  

Articles from 

PubMed, IEEE 

Xplore, and Web 

of Science  

(n = 1992) 

FDA documents 

(n = 51) 

Trial records from 

ClinicalTrials.gov 

(n = 303) 

Articles from U.S. 

Newsstream and 

Academic Search 

Complete 

(n = 296) 

 

Documents screened based on article 

titles and abstracts or for trial records, 

summary, description, and 

intervention fields (n = 1897) 

Documents excluded  

as not about AI and 

COVID-19 or equity 

(n = 1584) 

Documents on AI and COVID-19 or 

equity (n = 313) 

Documents subject to full text review to identify equity-related issues and strategies 

surrounding the use of AI in health care (n = 660) 
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Literature Search 

We conducted systematic searches of PubMed, Web of Science, the IEEE Xplore Digital Library, 

ProQuest US Newsstream, Academic Search Complete, the ClinicalTrials.gov database, the FDA 

CDRH document library, and Google web search. The databases that we searched, together with the 

number of unique documents that we found in each after removal of duplicate results, are summarized 

in Table C.1. 

Table C.1. Document Types and Search Results, by Database and Subject 

Database AI in the COVID-19 

response 

AI and equity in the 

COVID-19 response 

AI and equity Unique 

documents 

PubMed Reviews 

(12/31/19-12/10/21) 

All articles 

(12/31/19-12/10/21) 

Reviews 

(1/1/14-12/10/21) 
761 

Web of Science 
Reviews 

(12/31/19-12/10/21) 

All articles 

(12/31/19-12/10/21) 

Reviews, 

Highly cited articles 

(1/1/14-12/10/21) 

773 

IEEE Xplore Reviews 

(1/1/20-12/13/21) 

All articles 

(1/1/20-12/13/21) 

Reviews 

(1/1/14-12/13/21) 
60 

US Newsstream All articles 

(1/1/20-12/13/21) 

All articles 

(1/1/20-12/13/21) 
199 

Academic Search 

Complete 

All articles 

(1/1/20-12/13/21) 

All articles 

(1/1/20-12/13/21) 
97 

ClinicalTrials.gov All trial records 

(up to 12/23/21) 
 303 

FDA All 510(k), Premarket Approval (PMA), De Novo, 

and EUA documents 

(up to 12/28/21) 

 51 

Total unique documents: 2244 

 

(1897 of these documents included abstracts, including all results from PubMed, Web of Science, and 

ClinicalTrials.gov.) 

Abbreviations: AI, artificial intelligence; EUA, emergency use authorization; FDA, US Food and Drug Administration; 

IEEE, Institute of Electrical and Electronics Engineers. 

 

The ProQuest US Newsstream and Academic Search Complete databases were selected because 

they include articles and commentaries in publications that give voice to historically marginalized 

populations (eg, the Baltimore Afro-American, the Philadelphia Tribune, Indian Country Today) in 

addition to a wide range of other US and English-language periodicals (eg, Newsweek, The Economist, 

New York Times, Arizona Daily Star, Wall Street Journal, Modern Healthcare). 
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To find academic literature on AI in the COVID-19 response, we searched for documents that used 

the word “review” in their title and mentioned at least 1 AI-related term and 1 COVID-19–related 

term. We focused this search on identifying academic review articles, rather than all articles published 

on AI and COVID-19, because of the large number of publications in the latter category, many of 

which focus on AI algorithms that were never deployed for use. We searched for all articles (including 

nonreview articles) that mentioned AI, COVID-19, and health equity–related terms to ensure we found 

articles that discussed equity in the context of AI applications used in the COVID-19 response. Finally, 

we conducted a search for review articles and highly cited articles that discussed AI and health equity 

topics back to 2014, a year that was selected to include the most recent 8 years of published literature 

on the subject. 

Article type and dates for all searches are noted in Table 2.2. Our searches for documents related to 

COVID-19 were restricted to articles published between December 31, 2019 (the date on which China 

reported the possibility of a novel virus to the WHO)124 and December 13, 2021. Our searches for 

documents focusing on AI and health equity were restricted to documents published in the past 8 years, 

beginning January 1, 2014.  

Document Screening 

To ensure consistency in screening decisions, we used dual-review methods and assessed 

interviewer reliability. This began with 3 members of the project team each independently examining a 

random sample of approximately 10% of search results, followed by discussion of discrepancies and 

refinement of screening criteria. We then used these finalized criteria to conduct single screening of the 

remaining search results, with random dual-review checks of 25% of the remaining documents to 

ensure continued consistency in the screening process.  

Disagreements in the 2 reviewers’ screening decisions were resolved by a third project team 

member, with discussion of edge cases conducted on an as-needed basis. Dual-reviewed screening 

decisions agreed 88% of the time, with a Cohen κ measure of interrater reliability of 0.61 (κ values 

range from –1.0, indicating perfect disagreement, to 1.0, indicating perfect agreement). Documents 

subject to dual review were slightly more likely to be screened into our review, with an inclusion rate 

of 19% compared with 15% for documents that were reviewed by a single team member. 
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Detailed Information on Search Queries 

PubMed Searches 

 

Notes on search fields: 

[ti] = Title 

[tiab] = Title and Abstract 

[mh] = MeSH Terms 

 

PubMed Search #1 

AI in COVID-19 Response, review articles 

 

Search conducted on December 10, 2021 

Date range: December 31, 2019, to present 

English 

 

"machine learning"[ti] OR "artificial intelligence"[ti] OR "deep learning"[ti] OR "neural net*"[ti] OR 

"support vector machine*"[ti] OR SVM[ti] OR "random forest*"[ti] OR "supervised learning"[ti] OR 

"unsupervised learning"[ti] OR "reinforcement learning"[ti] OR "unsupervised clustering"[ti] OR 

"unsupervised classification"[ti] OR "supervised classification"[ti] OR "natural language 

processing"[ti] OR NLP[ti] OR "gradient boost*"[ti] OR "ensemble model"[ti] OR "expert 

system*"[ti] OR "rules engine*"[ti] OR "fuzzy logic"[ti] OR algorithm*[ti] OR "Artificial 

Intelligence"[mh] 

AND 

Coronavirus[tiab] OR COVID*[tiab] OR "SARS-COV-2"[tiab] OR "2019-nCOV"[tiab] OR "nCOV-

19"[tiab] OR "COVID-19"[mh] OR "SARS-CoV-2"[mh] OR "COVID-19 Testing"[mh] 

AND 

review[ti] 

 

Results: 112 

 

PubMed Search #2 

AI and Equity in COVID-19 Response, all articles 
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Search conducted on December 10, 2021 

Date range: December 31, 2019, to present 

English 

 

"machine learning"[ti] OR "artificial intelligence"[ti] OR "deep learning"[ti] OR "supervised 

learning"[ti] OR "unsupervised learning"[ti] OR "reinforcement learning"[ti] OR "unsupervised 

clustering"[ti] OR "unsupervised classification"[ti] OR "supervised classification"[ti] OR "natural 

language processing"[ti] OR NLP[ti] OR "expert system*"[ti] OR "rules engine*"[ti] OR "fuzzy 

logic"[ti] OR algorithm*[ti] OR "Artificial Intelligence"[mh] 

AND 

Coronavirus[tiab] OR COVID*[tiab] OR "SARS-COV-2"[tiab] OR "2019-nCOV"[tiab] OR "nCOV-

19"[tiab] OR "COVID-19"[mh] OR "SARS-CoV-2"[mh] OR "COVID-19 Testing"[mh] 

AND 

equit*[tiab] OR fair*[tiab] OR unfair[tiab] OR bias*[tiab] OR inequ*[tiab] OR unequ*[tiab] OR 

equality[tiab] OR inclusiv*[tiab] OR exclude*[tiab] OR race[tiab] OR racial[tiab] OR racism[tiab] OR 

gender[tiab] OR sex[tiab] OR ethnic*[tiab] OR disab*[tiab] OR dispar*[tiab] OR disproportion*[tiab] 

OR "social determinant*"[tiab] OR socioeconomic*[tiab] OR income[tiab] OR minorit*[tiab] OR 

disadvantaged[tiab] OR vulnerab*[tiab] OR marginali*[tiab] OR "Health Equity"[mh] OR "Gender 

Equity"[mh] OR "Healthcare Disparities"[mh] OR "Prejudice"[mh] OR "Social Determinants of 

Health"[mh] OR "Minority Health"[mh] OR "Racial Groups"[mh] OR "Socioeconomic Factors"[mh] 

OR "Race Relations"[mh] OR "Ethnicity"[mh] 

 

Results: 356 – duplicates with PubMed Search #1 = 333 

 

PubMed Search #3 

AI and Equity, review articles 

 

Search conducted on December 10, 2021 

Date range: January 1, 2014, to present 

English 
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"machine learning"[ti] OR "artificial intelligence"[ti] OR "deep learning"[ti] OR "supervised 

learning"[ti] OR "unsupervised learning"[ti] OR "reinforcement learning"[ti] OR "unsupervised 

clustering"[ti] OR "unsupervised classification"[ti] OR "supervised classification"[ti] OR "natural 

language processing"[ti] OR NLP[ti] OR "expert system*"[ti] OR "rules engine*"[ti] OR "fuzzy 

logic"[ti] OR algorithm*[ti] OR "Artificial Intelligence"[mh] 

AND 

health*[tiab] OR clinic*[tiab] OR patient*[tiab] OR hospital*[tiab] OR therap*[tiab] OR medic*[tiab] 

OR care[tiab] 

AND 

equit*[tiab] OR fair*[tiab] OR unfair[tiab] OR bias*[tiab] OR inequ*[tiab] OR unequ*[tiab] OR 

equality[tiab] OR inclusiv*[tiab] OR exclude*[tiab] OR race[tiab] OR racial[tiab] OR racism[tiab] OR 

gender[tiab] OR sex[tiab] OR ethnic*[tiab] OR disab*[tiab] OR dispar*[tiab] OR disproportion*[tiab] 

OR "social determinant*"[tiab] OR socioeconomic*[tiab] OR income[tiab] OR minorit*[tiab] OR 

disadvantaged[tiab] OR vulnerab*[tiab] OR marginali*[tiab] OR "Health Equity"[mh] OR "Gender 

Equity"[mh] OR "Healthcare Disparities"[mh] OR "Prejudice"[mh] OR "Social Determinants of 

Health"[mh] OR "Minority Health"[mh] OR "Racial Groups"[mh] OR "Socioeconomic Factors"[mh] 

OR "Race Relations"[mh] OR "Ethnicity"[mh] 

AND 

Review[ti] 

 

Results: 337 – duplicates with PubMed Searches #1 and #2 = 316 

 

Total Results from PubMed Searches #1-3 = 761 

 

 

Web of Science Searches 

 

Science Citation Index Expanded (SCI-EXPANDED), Social Sciences Citation Index (SSCI), Arts & 

Humanities Citation Index (A&HCI), Conference Proceedings Citation Index – Science (CPCI-S), 

Conference Proceedings Citation Index – Social Science & Humanities (CPCI-SSH), Emerging 

Sources Citation Index (ESCI): 

 

Notes on search fields: 

TI = Title 
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KP = Keywords Plus 

AK = Author Keywords 

TS = Topic 

[mh] = MeSH Terms 

 

Web of Science Search #1 

AI in COVID-19 Response, review articles 

 

Search conducted on December 10, 2021 

Date range: December 31, 2019, to December 10, 2021 

English 

 

TI=("machine learning" OR "artificial intelligence" OR "deep learning" OR "neural net*" OR "support 

vector machine*" OR SVM OR "random forest*" OR "supervised learning" OR "unsupervised 

learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" 

OR "supervised classification" OR "natural language processing" OR NLP OR "gradient boost*" OR 

"ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR 

KP=("machine learning" OR "artificial intelligence" OR "deep learning" OR "neural net*" OR 

"support vector machine*" OR SVM OR "random forest*" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR 

"gradient boost*" OR "ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy logic" 

OR algorithm*) OR AK=("machine learning" OR "artificial intelligence" OR "deep learning" OR 

"neural net*" OR "support vector machine*" OR SVM OR "random forest*" OR "supervised learning" 

OR "unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR 

"unsupervised classification" OR "supervised classification" OR "natural language processing" OR 

NLP OR "gradient boost*" OR "ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy 

logic" OR algorithm*) 

AND 

TS=(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19")  

AND 

TI=(review) 

 

Results: 156 – duplicates with PubMed searches = 79 
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Web of Science Search #2 

AI and Equity in COVID-19 Response, all articles 

 

Search conducted on December 10, 2021 

Date range: December 31, 2019, to December 10, 2021 

English 

 

TI=("machine learning" OR "artificial intelligence" OR "deep learning" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR "expert 

system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR KP=("machine learning" OR 

"artificial intelligence" OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR 

"reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" OR 

"supervised classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules 

engine*" OR "fuzzy logic" OR algorithm*) OR AK=("machine learning" OR "artificial intelligence" 

OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR "reinforcement 

learning" OR "unsupervised clustering" OR "unsupervised classification" OR "supervised 

classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules engine*" 

OR "fuzzy logic" OR algorithm*) 

AND 

TS=(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19")  

AND 

TS=(equit* OR fair* OR unfair OR bias* OR inequ* OR unequ* OR equality OR inclusiv* OR 

exclude* OR race OR racial OR racism OR gender OR sex OR ethnic* OR disab* OR dispar* OR 

disproportion* OR "social determinant*" OR socioeconomic* OR income OR minorit* OR 

disadvantaged OR vulnerab* OR marginali* OR prejudic*) 

 

Results: 466 – duplicates = 250 

 

Web of Science Search #3 

AI and Equity, review articles 
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Search conducted on December 10, 2021 

Date range: January 1, 2014, to December 10, 2021 

English 

 

TI=("machine learning" OR "artificial intelligence" OR "deep learning" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR "expert 

system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR KP=("machine learning" OR 

"artificial intelligence" OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR 

"reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" OR 

"supervised classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules 

engine*" OR "fuzzy logic" OR algorithm*) OR AK=("machine learning" OR "artificial intelligence" 

OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR "reinforcement 

learning" OR "unsupervised clustering" OR "unsupervised classification" OR "supervised 

classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules engine*" 

OR "fuzzy logic" OR algorithm*) 

AND 

TI=(health* OR clinic* OR patient* OR hospital* OR therap* OR medic* OR care) OR AB=(health* 

OR clinic* OR patient* OR hospital* OR therap* OR medic* OR care) 

AND 

TS=(equit* OR fair* OR unfair OR bias* OR inequ* OR unequ* OR equality OR inclusiv* OR 

exclude* OR race OR racial OR racism OR gender OR sex OR ethnic* OR disab* OR dispar* OR 

disproportion* OR "social determinant*" OR socioeconomic* OR income OR minorit* OR 

disadvantaged OR vulnerab* OR marginali* OR prejudic*) 

AND 

TI=(review) 

 

Results: 458 – duplicates with previous searches = 230 

 

Web of Science Search #4 

AI and Equity, highly cited articles1 

 

 

1 For information on the Web of Science selection of highly cited papers, see Web of Science Core Collection Help: Citation Products, Published 

2020. Accessed December 30, 2021. https://images.webofknowledge.com/WOKRS533JR18/help/WOS/hs_citation_applications.html   

https://images.webofknowledge.com/WOKRS533JR18/help/WOS/hs_citation_applications.html
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Search conducted on December 10, 2021 

Date range: January 1, 2014, to December 10, 2021 

English 

 

TI=("machine learning" OR "artificial intelligence" OR "deep learning" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR "expert 

system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR AB=("machine learning" OR 

"artificial intelligence" OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR 

"reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" OR 

"supervised classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules 

engine*" OR "fuzzy logic" OR algorithm*) 

AND 

TS=(health* OR clinic* OR patient* OR hospital* OR therap* OR medic* OR care)  

AND 

TS=(equit* OR fair* OR unfair OR bias* OR inequ* OR unequ* OR equality OR inclusiv* OR 

exclude* OR race OR racial OR racism OR gender OR sex OR ethnic* OR disab* OR dispar* OR 

disproportion* OR "social determinant*" OR socioeconomic* OR income OR minorit* OR 

disadvantaged OR vulnerab* OR marginali* OR prejudic*) 

 

Results: 241 – duplicates with previous searches = 214 

 

Total Results from Web of Science Searches #1-4, excluding duplicates = 773 

 

 

IEEE Xplore Searches 

 

IEEE Xplore Search #1 

AI in COVID-19 Response, review articles 

 

Search conducted on December 13, 2021 

Date range: 2020-2021 
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(“Document Title”:”machine learning” OR “Document Title”:”artificial intelligence” OR “Document 

Title”:”deep learning” OR “Document Title”:”neural net*” OR “Document Title”:”support vector 

machine*” OR “Document Title”:SVM OR “Document Title”:”random forest*” OR “Document 

Title”:”supervised learning” OR “Document Title”:”unsupervised learning” OR “Document 

Title”:”reinforcement learning” OR “Document Title”:”unsupervised clustering” OR “Document 

Title”:”unsupervised classification” OR “Document Title”:”supervised classification” OR “Document 

Title”:”natural language processing” OR “Document Title”:NLP OR “Document Title”:”gradient 

boost*” OR “Document Title”:”ensemble model” OR “Document Title”:”expert system*” OR 

“Document Title”:”rules engine*” OR “Document Title”:”fuzzy logic” OR “Document 

Title”:algorithm*) 

AND 

(“Document Title”or “Abstract”:Coronavirus OR “Document Title” or “Abstract”:COVID* OR 

“Document Title” or “Abstract”:”SARS-COV-2” OR “Document Title” or “Abstract”:”2019-nCOV” 

OR “Document Title” or “Abstract”:”nCOV-19”) 

AND 

(“Document Title”:review) 

 

Results: 18 

 

IEEE Xplore Search #2 

AI and Equity in COVID-19 Response, all articles 

 

Search conducted on December 13, 2021 

Date range: 2020-2021 

 

(“Document Title”:”machine learning” OR “Document Title”:”artificial intelligence” OR “Document 

Title”:”deep learning” OR “Document Title”:”supervised learning” OR “Document 

Title”:”unsupervised learning” OR “Document Title”:”reinforcement learning” OR “Document 

Title”:”unsupervised clustering” OR “Document Title”:”unsupervised classification” OR “Document 

Title”:”supervised classification” OR “Document Title”:”natural language processing” OR “Document 

Title”:NLP OR “Document Title”:”expert system*” OR “Document Title”:”rules engine*” OR 

“Document Title”:”fuzzy logic” OR “Document Title”:algorithm*) 

AND 
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(“Document Title” or “Abstract”:Coronavirus OR “Document Title” or “Abstract”:COVID* OR 

“Document Title” or “Abstract”:”SARS-COV-2” OR “Document Title” or “Abstract”:”2019-nCOV” 

OR “Document Title” or “Abstract”:”nCOV-19”) 

AND 

(“Document Title” or “Abstract”:equity OR “Document Title” or “Abstract”:equities OR “Document 

Title” or “Abstract”:fair OR “Document Title” or “Abstract”:fairness OR “Document Title” or 

“Abstract”:unfair OR “Document Title” or “Abstract”:bias OR “Document Title” or “Abstract”:biased 

OR “Document Title” or “Abstract”:inequity OR “Document Title” or “Abstract”:unequity OR 

“Document Title” or “Abstract”:equality OR “Document Title” or “Abstract”:inclusive OR “Document 

Title” or “Abstract”:inclusivity OR “Document Title” or “Abstract”:exclude OR “Document Title” or 

“Abstract”:excluded OR “Document Title” or “Abstract”:race OR “Document Title” or 

“Abstract”:racial OR “Document Title” or “Abstract”:racism OR “Document Title” or 

“Abstract”:gender OR “Document Title” or “Abstract”:sex OR “Document Title” or “Abstract”:ethnic 

OR “Document Title” or “Abstract”:ethnicity OR “Document Title” or “Abstract”:disable OR 

“Document Title” or “Abstract”:disabled OR “Document Title” or “Abstract”:disab* OR “Document 

Title” or “Abstract”:disability OR “Document Title” or “Abstract”:disparity OR “Document Title” or 

“Abstract”:disparities OR “Document Title” or “Abstract”:disproportionate OR “Document Title” or 

“Abstract”:disproportional OR “Document Title” or “Abstract”:”social determinant” OR “Document 

Title” or “Abstract”:socioeconomic* OR “Document Title” or “Abstract”:income OR “Document 

Title” or “Abstract”:minority OR “Document Title” or “Abstract”:minorit* OR “Document Title” or 

“Abstract”:disadvantaged OR “Document Title” or “Abstract”:vulnerable OR “Document Title” or 

“Abstract”:vulnerabilities OR “Document Title” or “Abstract”:marginalized) 

 

Results: 52 

 

 

IEEE Xplore Search #3 

AI and Equity, review articles 

 

Search conducted on December 13, 2021 

Date range: 2014-2021 

 

(“Document Title”:”machine learning” OR “Document Title”:”artificial intelligence” OR “Document 

Title”:”deep learning” OR “Document Title”:”supervised learning” OR “Document 
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Title”:”unsupervised learning” OR “Document Title”:”reinforcement learning” OR “Document 

Title”:”unsupervised clustering” OR “Document Title”:”unsupervised classification” OR “Document 

Title”:”supervised classification” OR “Document Title”:”natural language processing” OR “Document 

Title”:NLP OR “Document Title”:”expert system*” OR “Document Title”:”rules engine*” OR 

“Document Title”:”fuzzy logic” OR “Document Title”:algorithm*) 

AND 

(“Document Title” or “Abstract”:health* OR “Document Title” or “Abstract”:clinic* OR “Document 

Title” or “Abstract”:patient* OR “Document Title” or “Abstract”:hospital* OR “Document Title” or 

“Abstract”:therap* OR “Document Title” or “Abstract”:medic* OR “Document Title” or 

“Abstract”:care) 

AND 

(“Document Title” or “Abstract”:equity OR “Document Title” or “Abstract”:equities OR “Document 

Title” or “Abstract”:fair OR “Document Title” or “Abstract”:fairness OR “Document Title” or 

“Abstract”:unfair OR “Document Title” or “Abstract”:bias OR “Document Title” or “Abstract”:biased 

OR “Document Title” or “Abstract”:inequity OR “Document Title” or “Abstract”:unequity OR 

“Document Title” or “Abstract”:equality OR “Document Title” or “Abstract”:inclusive OR “Document 

Title” or “Abstract”:inclusivity OR “Document Title” or “Abstract”:exclude OR “Document Title” or 

“Abstract”:excluded OR “Document Title” or “Abstract”:race OR “Document Title” or 

“Abstract”:racial OR “Document Title” or “Abstract”:racism OR “Document Title” or 

“Abstract”:gender OR “Document Title” or “Abstract”:sex OR “Document Title” or “Abstract”:ethnic 

OR “Document Title” or “Abstract”:ethnicity OR “Document Title” or “Abstract”:disable OR 

“Document Title” or “Abstract”:disabled OR “Document Title” or “Abstract”:disab* OR “Document 

Title” or “Abstract”:disability OR “Document Title” or “Abstract”:disparity OR “Document Title” or 

“Abstract”:disparities OR “Document Title” or “Abstract”:disproportionate OR “Document Title” or 

“Abstract”:disproportional OR “Document Title” or “Abstract”:”social determinant” OR “Document 

Title” or “Abstract”:socioeconomic* OR “Document Title” or “Abstract”:income OR “Document 

Title” or “Abstract”:minority OR “Document Title” or “Abstract”:minorit* OR “Document Title” or 

“Abstract”:disadvantaged OR “Document Title” or “Abstract”:vulnerable OR “Document Title” or 

“Abstract”:vulnerabilities OR “Document Title” or “Abstract”:marginalized) 

AND 

(“Document Title”:Review) 

 

Results: 24 

 

Total Results from IEEE Xplore Searches #1-3: 94 – duplicates from previous searches = 60  
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US NewsStream Searches 

 

Magazines, Newspapers, Reports, Blogs, Podcasts, and Websites 

 

Notes on search fields: 

ti = Title 

ab = Abstract 

 

US NewsStream Search #1 

AI in COVID-19 Response, all articles 

 

Search conducted on December 27, 2021 

Date range: January 1, 2020, to present  

 

ti("machine learning" OR "artificial intelligence" OR "deep learning" OR "neural net*" OR "support 

vector machine*" OR SVM OR "random forest*" OR "supervised learning" OR "unsupervised 

learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" 

OR "supervised classification" OR "natural language processing" OR NLP OR "gradient boost*" OR 

"ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR 

(MAINSUBJECT.EXACT("Artificial intelligence") 

AND 

(ti(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19") or 

ab(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19")) 

 

Results: 189 – internal duplicates = 183 

 

US NewsStream Search #2 

AI and Equity, all articles 
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Search conducted on December 27, 2021 

Date range: January 1, 2020, to present  

 

ti("machine learning" OR "artificial intelligence" OR "deep learning" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR "expert 

system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR ab("machine learning" OR 

"artificial intelligence" OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR 

"reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" OR 

"supervised classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules 

engine*" OR "fuzzy logic" OR algorithm*) OR (MAINSUBJECT.EXACT("Artificial intelligence") 

AND 

ti(health* OR clinic* OR patient* OR hospital* OR therap* OR medic* OR care) OR ab(health* OR 

clinic* OR patient* OR hospital* OR therap* OR medic* OR care) MAINSUBJECT.EXACT("Health 

care") 

AND 

ti(equit* OR fair* OR unfair OR bias* OR inequ* OR unequ* OR equality OR inclusiv* OR exclude* 

OR race OR racial OR racism OR gender OR sex OR ethnic* OR disab* OR dispar* OR 

disproportion* OR "social determinant*" OR socioeconomic* OR income OR minorit* OR 

disadvantaged OR vulnerab* OR marginali* OR prejudic*) OR ab(equit* OR fair* OR unfair OR 

bias* OR inequ* OR unequ* OR equality OR inclusiv* OR exclude* OR race OR racial OR racism 

OR gender OR sex OR ethnic* OR disab* OR dispar* OR disproportion* OR "social determinant*" 

OR socioeconomic* OR income OR minorit* OR disadvantaged OR vulnerab* OR marginali* OR 

prejudic*) OR (MAINSUBJECT.EXACT("Distributive justice") OR 

MAINSUBJECT.EXACT("Discrimination") OR MAINSUBJECT.EXACT("Social exclusion") OR 

MAINSUBJECT.EXACT("Equality") OR MAINSUBJECT.EXACT("Inequality") OR 

MAINSUBJECT.EXACT("Racial justice"))) 

 

Results: 25 – internal duplicates = 21 

 

Total Results from US NewsStream Searches #1 and 2: 204 – duplicates from previous searches = 

199 

 

 

Academic Search Complete Searches 
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Magazines, Trade Publications, Newspapers 

 

Notes on search fields: 

ti = Title 

ab = Abstract 

DE = Heading or Keyword 

KW = Keyword 

 

 

Academic Search Complete Search #1 

AI in COVID-19 Response, all articles 

  

Search conducted on December 27, 2021 

Date range: January 1, 2020, to present  

 

TI("machine learning" OR "artificial intelligence" OR "deep learning" OR "neural net*" OR "support 

vector machine*" OR SVM OR "random forest*" OR "supervised learning" OR "unsupervised 

learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" 

OR "supervised classification" OR "natural language processing" OR NLP OR "gradient boost*" OR 

"ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR DE 

"Artificial intelligence" 

AND 

(ti(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19") or 

ab(Coronavirus OR COVID* OR "SARS-COV-2" OR "2019-nCOV" OR "nCOV-19")) OR DE 

"COVID-19" 

 

Results: 91 – duplicates with USNewsStream = 87 

 

Academic Search Complete Search #2 

AI and Equity, all articles 
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Search conducted on December 27, 2021 

Date range: January 1, 2020, to present  

 

TI("machine learning" OR "artificial intelligence" OR "deep learning" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR "expert 

system*" OR "rules engine*" OR "fuzzy logic" OR algorithm*) OR ab("machine learning" OR 

"artificial intelligence" OR "deep learning" OR "supervised learning" OR "unsupervised learning" OR 

"reinforcement learning" OR "unsupervised clustering" OR "unsupervised classification" OR 

"supervised classification" OR "natural language processing" OR NLP OR "expert system*" OR "rules 

engine*" OR "fuzzy logic" OR algorithm*) OR DE "Artificial intelligence" 

AND 

TI(health* OR clinic* OR patient* OR hospital* OR therap* OR medic* OR care) OR AB(health* OR 

clinic* OR patient* OR hospital* OR therap* OR medic* OR care) OR KW(health* OR clinic* OR 

patient* OR hospital* OR therap* OR medic* OR care) 

AND 

TI(equit* OR fair* OR unfair OR bias* OR inequ* OR unequ* OR equality OR inclusiv* OR 

exclude* OR race OR racial OR racism OR gender OR sex OR ethnic* OR disab* OR dispar* OR 

disproportion* OR "social determinant*" OR socioeconomic* OR income OR minorit* OR 

disadvantaged OR vulnerab* OR marginali* OR prejudic*) OR AB(equit* OR fair* OR unfair OR 

bias* OR inequ* OR unequ* OR equality OR inclusiv* OR exclude* OR race OR racial OR racism 

OR gender OR sex OR ethnic* OR disab* OR dispar* OR disproportion* OR "social determinant*" 

OR socioeconomic* OR income OR minorit* OR disadvantaged OR vulnerab* OR marginali* OR 

prejudic*) OR (MAINSUBJECT.EXACT("Distributive justice") OR DE "HEALTH equity" OR DE 

"EQUITY" 

 

Results: 19 – duplicates with previous Academic Search Complete and US Newsstream searches = 

16 

 

Total Results from Academic Search Complete Searches #1 and 2: 103 – duplicates from previous 

searches = 97 

 

ClinicalTrials.gov Searches 

 

Search conducted December 23, 2021 
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We empirically found that adding the terms “algorithm,” “software,” and “ai” greatly improves the 

yield of the search without generating an excessive number of results. Therefore, we have included 

these terms in the search list. The search includes only trials with a start date of 1/1/2020 through the 

present. 

The website search engine of ClinicalTrials.gov automatically includes additional search terms 

related to COVID, so we found that using “COVID” alone is sufficient. 

Because the search field has a character limit, we performed an initial pruning and tested each term 

1 by 1 to eliminate terms with 0 yield and split the search into fewer subsearches. The results of the 

single-term search follow. 

Results of single-term search 

Term Hits 

algorithm 118 

software 112 

ai 54 

artificial intelligence 47 

machine learning 44 

deep learning 15 

neural network 14 

natural language processing 4 

NLP 3 

unsupervised classification 1 

reinforcement learning 1 

support vector 1 

rules engine* 0 

expert system* 0 

ensemble model 0 

gradient boost* 0 

supervised classification 0 

unsupervised clustering 0 

unsupervised learning 0 

supervised learning 0 



 

STRATEGIES TO IMPROVE THE IMPACT OF AI ON HEALTH EQUITY 93 

Results of single-term search 

Term Hits 

random forest 0 

SVM 0 

 

The final searches were therefore split into the following 2 searches: 

• Search 1: (“algorithm” OR “software” OR “ai” OR “artificial intelligence” OR “machine 

learning” OR “deep learning” OR “neural network”) AND COVID, yielding 299 hits. 

• Search 2: (“natural language processing” OR “NLP” OR “supervised classification” OR 

“unsupervised classification” OR “unsupervised clustering” OR “reinforcement learning” OR 

“random forest” OR “support vector”) AND COVID, yielding 10 hits. Subtracting duplicates 

leaves 4 hits. 

 

Total Results from ClinicalTrials.gov: 303 

 

FDA Document Searches 

 

Google Searches of FDA CDRH Document Library 

AI in COVID-19 (all AI-enabled devices authorized by the FDA via the 510(k), De Novo, or 

Premarket Approval (PMA) process, in 2020 or 2021) 

 

Search conducted December 28, 2021 

 

Using Firefox, private browser mode (no cookies, accounts, search history, etc) 

 

Six separate Google.com searches, using 3 AI terms, of the 2020 and 2021 FDA CDRH document 

libraries 

 

“machine learning site:https://www.accessdata.fda.gov/cdrh_docs/pdf21/” 

“machine learning site:https://www.accessdata.fda.gov/cdrh_docs/pdf20/” 
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“artificial intelligence site: site:https://www.accessdata.fda.gov/cdrh_docs/pdf21/” 

“artificial intelligence site: site:https://www.accessdata.fda.gov/cdrh_docs/pdf20/” 

 

“neural network site:https://www.accessdata.fda.gov/cdrh_docs/pdf21/” 

“neural network site:https://www.accessdata.fda.gov/cdrh_docs/pdf20/” 

 

181 results across all 6 searches - 75 duplicates = 106 results 

 

106 authorization documents concerning 104 device applications were downloaded. 

 

 

Search of FDA List of AI-Enabled Devices 

AI in COVID-19 (all AI-enabled devices authorized by the FDA via the 510(k), De Novo, or PMA 

process, in 2020 or 2021) 

 

https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-

machine-learning-aiml-enabled-medical-devices 

 

Search conducted December 30, 2021 

Webpage states: “Content current as of September 22, 2021” 

 

The list includes 137 AI-enabled devices that were authorized by the FDA during the period from 

December 31, 2019, through June 17, 2021, the date of the latest authorization. 

 

We downloaded all 143 FDA CDRH authorization documents on these 137 devices. 

 

After removing duplicates from the earlier Google searches of the FDA CDRH document library, we 

were left with 70 documents concerning 67 device authorizations. 
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Total combined results for both the FDA list of AI-enabled devices and the Google searches of the 

FDA CDRH document library were 176 documents concerning 171 device authorizations. 

 

These 171 device authorizations included: 

 

• 1 device authorized under the PMA process 

• 163 devices authorized under the 510(k) determination of substantial equivalence process 

• 7 devices authorized under De Novo process. 

 

The text of all 176 documents were searched for the presence of any of the following terms: 

‘COVID’, ‘coronavirus’, ‘nCOV’, or ‘SARS’. 

 

Results: Zero documents that mention any of these COVID-19 terms 

 

-- 

 

https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-devices/coronavirus-

disease-2019-covid-19-emergency-use-authorizations-medical-devices 

 

The FDA has issued COVID-19 EUAs for many medical devices. 

 

On December 30, 2021, we downloaded 1017 PDF documents from the FDA “Coronavirus Disease 

2019 (COVID-19) Emergency Use Authorizations for Medical Devices” webpage (last updated 

11/15/2021, https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-

devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices) and 8 of 

its subpages: 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/blood-purification-devices-euas (content current as 

of 7/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/continuous-renal-replacement-therapy-and-

hemodialysis-devices-euas (content current as of 7/15/2021) 

https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices
https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices
https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices
https://www.fda.gov/medical-devices/emergency-use-authorizations-medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/blood-purification-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/blood-purification-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/continuous-renal-replacement-therapy-and-hemodialysis-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/continuous-renal-replacement-therapy-and-hemodialysis-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/continuous-renal-replacement-therapy-and-hemodialysis-devices-euas
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• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/in-vitro-diagnostics-euas (content current as of 

11/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/remote-or-wearable-patient-monitoring-devices-

euas (content current as of 7/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/infusion-pump-euas (content current as of 

7/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/respiratory-assist-devices-euas (content current as 

of 7/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/ventilators-and-ventilator-accessories-euas (content 

current as of 7/15/2021) 

• https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-

use-authorizations-medical-devices/other-medical-device-euas (content current as of 

7/15/2021) 

• Note: we did not download any documents from the personal protective equipment 

EUA subpage (https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-

19-emergency-use-authorizations-medical-devices/personal-protective-equipment-euas) 

 

We searched the text of all of these 1,017 EUA pdf documents to determine if any of the authorized 

devices involved the use of AI, using the following terms. 

 

Search Terms: "machine learning" OR "artificial intelligence" OR "deep learning" OR "neural net*" 

OR "support vector machine*" OR SVM OR "random forest*" OR "supervised learning" OR 

"unsupervised learning" OR "reinforcement learning" OR "unsupervised clustering" OR "unsupervised 

classification" OR "supervised classification" OR "natural language processing" OR NLP OR 

"gradient boost*" OR "ensemble model" OR "expert system*" OR "rules engine*" OR "fuzzy logic" 

OR algorithm 

 

Results: 51 COVID-19 EUA documents 

 

-- 

 

On March 6, 2022, we also searched the CDC’s database of CDC-Authored Genomics and Precision 

Health Publications using the following search strings: 

https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/in-vitro-diagnostics-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/in-vitro-diagnostics-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/remote-or-wearable-patient-monitoring-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/remote-or-wearable-patient-monitoring-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/remote-or-wearable-patient-monitoring-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/infusion-pump-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/infusion-pump-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/respiratory-assist-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/respiratory-assist-devices-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/ventilators-and-ventilator-accessories-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/ventilators-and-ventilator-accessories-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/other-medical-device-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/other-medical-device-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/personal-protective-equipment-euas
https://www.fda.gov/medical-devices/coronavirus-disease-2019-covid-19-emergency-use-authorizations-medical-devices/personal-protective-equipment-euas
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• COVID “machine learning” 

• COVID “artificial intelligence” 

• SARS-COV-2 “machine learning” 

• SARS-COV-2 “artificial intelligence” 

 

CDC publication database URL: 

https://phgkb.cdc.gov/PHGKB/cdcPubFinder.action?Mysubmit=init&action=search&query=&dbType

Choice=All 

 

Results: Zero CDC-authored publications 

  

https://phgkb.cdc.gov/PHGKB/cdcPubFinder.action?Mysubmit=init&action=search&query=&dbTypeChoice=All
https://phgkb.cdc.gov/PHGKB/cdcPubFinder.action?Mysubmit=init&action=search&query=&dbTypeChoice=All
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Abbreviations 

AI artificial intelligence 

CDRH Center for Devices and Radiological Health 

EUA Emergency Use Authorization 

FDA US Food and Drug Administration 

IEEE Institute of Electrical and Electronics Engineers 

ML machine learning 

PCORI Patient-Centered Outcomes Research Institute 

PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

WHO World Health Organization 
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